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Abstract 

The proliferation of global value chains makes the domestic production of goods increasingly 

dependent on inputs from foreign sources. Political tensions between countries have an impact 

on trade costs as they affect the international enforceability of contracts or result in 

impediments from authorities in the shipment or production process. By expanding their 

portfolio of foreign suppliers, firms and by extension entire economies are thus increasingly 

prone to the trade effects of adverse bilateral political shocks. In this paper, we aim to reassess 

the role of political relations on trade flows in light of these new developments and propose a 

new channel. We hypothesize that political relations matter more for imports of strategic inputs. 

Strategic inputs refer to inputs that a country uses intensively in its production process. We 

construct a simple model exhibiting input-output linkages to clarify the mechanisms at play. 

Using a new measure for countries’ dependence on these strategic inputs, we then test the 

proposed mechanism empirically by interacting the measure with an indicator of political 

relations in a structural gravity model. To address potential endogeneity issues we then perform 

an event study, in which the treatment is an exogenous adverse political shock. Using a new 

dataset on the status of diplomatic representation and monthly trade data, we exploit the 

recalling or summoning of the ambassador of a country as a shock to bilateral political relations. 

Results from both analyses confirm an economically and statistically significant effect that 

varies conditionaly on the dependence of the country on the imported input. 

JEL Classification: F13, F14, F51, F52 

Keywords: Global Value Chains, political relations, dependence, input sourcing 
 

 

 

 

 ملخص
 

بشكل متزايد على مدخلات من مصادر أجنبية. التوترات السياسية الإنتاج المحلي للسلع  داعتماؤدى الى يانتشار سلاسل القيمة العالمية 

أو يؤدي إلى عوائق من السلطات في عملية الشحن  ةلدوليا العقودبين الدول لديها تأثير على تكاليف التجارة من حيث تأثيرها على إنفاذ 

هي بالتالي عرضييية بشيييكل وردين والشييير ات ابجنبية وبالتالي ااتصيييادات بأ ملها من خلال توسييييع محاف ها بالمووذلك أو الإنتاج. 

نهدف إلى إعادة تقييا دور العلااات السييييياسييييية على متزايد لآثار التجارة من الصييييدمات السييييياسييييية الينائية السييييلبية. في ه   الوراة  

أ ير بالنسبة للواردات من  هاأنفترض أن العلااات السياسية ديدة. ج واته   التطورات الجديدة وااتراح انالتدفقات التجارية في ضوء 

بناء ب موقنالمدخلات الاسييتراتيجية. المدخلات الاسييتراتيجية تشييير إلى المدخلات التي يسييتددمها بلد بشييكل مكيف في عملية الإنتاج. و

. باسييتددام مقياج جديد لاعتماد البلدان على ه   المدخلات نموذج بسيييو وااهار الروابو بين المدخلات والمدرجات لتوضيييل الآليات

على العلااات السيييياسيييية في نموذج  مؤشييير وجود قياج معالتفاعل اختبار الآلية المقترحة تجريبيا من خلال ب قومنالاسيييتراتيجية  فاننا 

باسييتددام مجموعة بيانات جديدة عن حالة التمييل الدبلوماسييي والبيانات التجارية   .باطنية المحتملةالالجاذبية الهيكلي. لمعالجة القضييايا 

بميابة صدمة للعلااات السياسية الينائية. النتائج من  ل التحليلات تؤ د  هيلسفير دولة استدعاء  ميل إجراءاتصل الى أن نالشهرية  

 اعتماد البلاد على المدخلات المستوردة.بمشروطا لاختلاف اأن على ذات دلالة إحصائية  تأثير ااتصادي
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1. Introduction 

“Multinationals are very nervous now, and they should be. [...] In the past, only some 

sectors–mining, oil and gas, commodity companies–had to worry about geopolitics. 

Now companies that make fizzy drinks or handbags or chocolate are finding their 

supply chains, their markets, their operations completely blown apart by geopolitical 

risks and unfavorable treatment.”   

          –  Mark Leonard, co-founder of the European Council on Foreign Relations1  

 

The proliferation of global value chains makes the domestic production of goods increasingly 

dependent on inputs from foreign sources. By expanding their sourcing portfolio to foreign 

suppliers, firms and by extension entire economies are more prone to the trade effects of 

adverse bilateral political shocks. 

In this paper, we analyse the relation between political relations and trade at the industry level, 

allowing for a heterogeneous effect by types of products. We hypothesize that political relations 

matter more for strategic products. As strategic product we define foreign inputs used 

intensively directly and indirectly for the production of goods that are domestically consumed.2 

We develop a simple theoretical model to illustrate the proposed mechanism. The rationale for 

a greater importance of political tensions for trade of strategic products is that a shock to the 

price of a strategic input has a greater impact on the total production of an economy than a 

shock to other imported inputs. The more an economy is dependent on a specific product, the 

greater is the decrease in aggregate output. From the theoretical model we can directly derive 

a measure of dependence for each country-product pair. 

Our empirical analysis aims at testing our theoretical prediction. We first test it in a standard 

structural gravity setup in which we include a measure for political relations developed by Hinz 

(2014). We run the estimation at the product level and interact the political relations measure 

with our dependence measure. As political relations and trade are possibly prone to reverse 

causality (i.e. political relations are likely to be affected by trade levels), we exploit an 

exogenous shock to political relations to further test our prediction: the summoning or recalling 

of foreign or own diplomats, respectively. We construct a new event database by collecting 

information on these diplomatic events from press releases found on the websites of the Foreign 

Ministry of five politically and economically important countries (France, UK, Russia, 

Germany, Japan). Using these events as a proxy for a negative shock to bilateral political 

relations, we replicate the previous gravity estimation strategy with monthly UN Comtrade 

(United Nations Statistics Division, 2015) import data of these countries vis-Ã -vis the rest of 

the world from January 2010 to December 2014. 

Results from both empirical exercises point to the same conclusion: political relations indeed 

do matter in the choice of the sourcing partner for today’s interdependent economies and, 

importantly, more so for products which the importing economy is dependent on. This provides 

evidence for the mechanism proposed in the theoretical model: the more an economy is 

dependent on a certain input, the more bilateral political relations matter for the choice in the 

trading partner. 

The paper is related to an extensive literature on the connection between trade and political 

relations. A growing body of research is looking into the nexus of political relations between 

countries and their bilateral trade, as non-traditional determinants of trade have been 

recognized as a primary source in explaining the dark matter of trade cost (Head and Mayer, 

                                                           
1 From “The great unraveling of globalization”, Washington Post by Jeffrey Rothfeder on April 24, 2015. 
2 The term “strategic” is frequently used when referring to goods that touch upon political and security considerations, such as 

“Strategic Petroleum Reserves” of countries in case of an energy crisis 

(https://en.wikipedia.org/wiki/Global_strategic_petroleum_reserves). 
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2014). Head and Mayer (2013) acknowledge the role of political history, as colonial legacies, 

through common languages, legal systems or currencies, as well as past conflicts have been 

shown to have a lasting impact on bilateral trade. However, it seems questionable to reduce the 

influence of political determinants of trade flows to historical episodes and those of conflict 

and colonial legacy. For almost half a century the Cold War never once “got hot”, yet certainly 

constituted a major obstacle to trade and global economic integration.3 One strand of the 

literature investigates the influence of bilateral political relations on aggregate trade flows. 

These focus by and large on security-related issues, in particular inter- and intra-state conflict 

(Martin et al., 2008a,b, 2012), “hijacking” of shipments (Anderson and Marcouiller, 2002; 

Marcouiller, 2000), terrorism (Mirza and Verdier, 2008; de Sousa et al., 2009, 2010) and 

international piracy (Bensassi and Mart´ınez-Zarzoso, 2012). 

A number of works have furthermore pointed to the importance non-security-related political 

and societal features of the trading countries. Yu (2010) studies the impact of political 

(democratic) institutions in the gravity equation and Umana Dajud (2013) finds positive 

coefficients for similarity in foreign policy and political ideology of trading partners. Rose 

(2007) shows that diplomatic representation may foster trade: he estimates that each additional 

foreign mission increases exports by 6–10 %. 

Some recent works point to the implications of changes in the political relations for trade flows: 

Michaels and Zhi (2010) estimate an 8 percent drop in bilateral trade in intermediate inputs 

between the US and France as a response to the French opposition to the Iraq war in 2003. 

Similarly, Yazigi (2014) reports a marked drop in exports and imports from civil war-ridden 

Syria to European countries, yet increases with allied Russia and Iran. Mityakov et al. (2012), 

emphasizing heterogeneity across sectors and the motivation of “energy security”, show that a 

one standard deviation decrease in political distance, as measured through similarity of UN 

General Assembly voting, is associated with a 14 percent decrease in US imports. Others find 

more mixed evidence: Nitsch (2007) shows that official visits of heads of states have on 

average a positive effect on export of an 8–10 % increase. However, these results are very 

sensitive to the type of visits and much less robust for imports. Fuchs and Klann (2013) estimate 

the effect of the foreign trips of the Dalai Lama on the host countries’ subsequent trade with 

China. They only find a significant effect for meetings with the countries’ top political leaders 

and only for the period of 2002-2008, while the effect also only lasts one year. Davis et al. 

(2012) estimate the effect of political relations on imports and exports of state-owned 

enterprises. Here the idea is that governments directly influence the firms’ behavior, implying 

a heterogeneity in the effect. Adverse bilateral political events are indeed found to lead to a 

reduction in imports and exports. As hypothesized, the relationship is stronger for imports by 

SOEs, but yields mixed results for exports. 

The literature acknowledges that political relations have an effect on trade. Yet, little is known 

about the mechanisms at play as most of the analyses have focused on aggregate flows. We 

complement the existing literature by suggesting a channel through which political relations 

affect trade. We hypothesize that political relations matter more for strategic products. We test 

this prediction empirically by integrating an indicator for political relations and a new measure 

of economic dependence in a gravity framework at the product-level. 

A common point of concern in the literature is the estimation of the effects of political relations 

on trade in cross-section analyses and the connected issue of endogeneity. In response to this, 

a variety of different strategies have been employed to circumvent the endogeneity issue of 

political relations with economic outcomes. Kuziemko and Werker (2006) exploit the rotation 

of UN security council non-permanent membership to assess the connection between foreign 

                                                           
3 See also Findlay and O’Rourke (2007) for the history of the connection between the pattern and evolution of trade and long-

term economic and political development. 
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aid and political support at international organizations. Romalis (2007), studying the effect of 

trade on growth, uses the trade policy of the United States as an instrument for the openness of 

developing countries. Fisman et al. (2014) take another approach and perform an event study, 

where they analyze the performance of Japanese and Chinese firms with exposure in the 

respective other market after nationalist episodes following the publication of a revisionist 

history textbook in Japan and a near-collision of a Chinese trawler with a Japanese coast guard 

vessel. To address the issue of endogeneity in our present case, we explore the effect on trade 

flows brought about by exogenous political shocks. We exploit the summoning or recalling of 

the ambassador (or other high-ranking members of the diplomatic staff) of a country as an 

exogenous negative shock to bilateral political relations to study how trade flows react. 

The remainder of the paper is organized as follows. In section 2 we develop a simple model to 

illustrate the proposed mechanism. In section 3 we test the proposition with in a simple 

structural gravity framework. In section 4 we address the issue of endogeneity with an event 

study. Section 5 concludes. 

2. Theory 

Most of the papers studying the connection between political relations and trade use aggregate 

trade flows.4 We claim that it is key to look at the effect of political relations at lower levels of 

aggregation, namely the industry or product level, as it is likely to be heterogeneous. Political 

relations could have a stronger impact on trade of particularly sensitive, strategic inputs, i.e. 

inputs that the firms in the economy use intensively for final good production. The simple 

model presented in this section gives the intuitions as to why this maybe so. The model is 

related to Acemoglu et al. (2012) in its depiction of input-output linkages in the context of the 

propagation of shocks. 

We sketch a simple model in which a two-sector economy uses labor, domestic and imported 

foreign inputs. Political relations are assumed to affect variable trade costs, e.g. in the form of 

the probability of actual arrival in the destination economy. The price of a foreign input in the 

domestic market equals the price of the good in the foreign market multiplied by bilateral trade 

costs. An increase of political tensions translates into an increase of trade costs, which in turn 

leads to an increase of the price of the input. 

Assuming political relations to enter as a variable trade cost is not new. They are widely 

considered to be a component of “dark” trade costs, i.e. costs that are difficult to measure, 

although they are clearly observed Head and Mayer (2013). In his theoretical framework, Yu 

(2010) models variable trade costs to explicitly depends on the level of democratization of the 

importing country. Mirza and Verdier (2008) include costs due to the threat of terrorism in a 

generic measure of transaction costs, arguing that terrorism threats create uncertainty and 

anxiety which, induce economic agents to become more aware about potential harm when 

conducting any transaction in the respective country. Umana Dajud (2013) measures of 

political proximity as a variable element of the trade cost function. 

Deriving the model, we show that a shock to the price of an input on which the economy is 

dependent has a greater impact on the production of goods consumed in the economy than a 

shock to other imported inputs. The intuition is the following: an increase in the price of an 

input decreases production of sectors proportionally to their use. This leads to an increase of 

the price of these goods. As these goods are used as intermediate inputs by other sectors, the 

shock is transmitted to other sectors. The production of the other sectors declines. The greater 

domestic input linkages, the greater is the decline. Therefore, the stronger direct and indirect 

use of imported foreign inputs, the more dependent is an economy on this input, the greater is 

                                                           
4 With the notable exception of Davis et al. (2012) who disaggregate by ownership structure, see above. 
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the effect on aggregate output. Following this logic, political relations should matter more for 

strategic products, i.e. those product the economy is dependent on. 

2.1  Basic setting 

Assume a setting in which the domestic economy produces two goods, x  and y . The 

production of good x  requires labor xl , domestic input xy , and foreign inputs xm  and xn . The 

production of good y  analogously requires labor yl , yx , ym  and yn . The production functions 

are of Cobb-Douglas type such that:  

x
x

x
x

x
x

x
x nmylx


=          (1) 

y

y

y

y

y

y

y

y nmxly


=          (2) 

1.==where yyyyxxxx    

The exponents in equations (1) and (2) denote the respective technical coefficients. The total 

production of a good produced domestically can be either used as input in the other sector or 

consumed, such that cy xxx =  and cx yyy = . Foreign goods are only used as inputs in the 

domestic economy, such that yx mmm =  and yx nnn = . Let xp , yp , mp , and np  denote 

the price of the respective good. Labor is mobile and thus the wage w  is equal in both sectors. 

The representative consumer in the domestic economy has a Cobb-Douglas utility of the form: 
 1= cc yxU . The consumer disposes over 1 unit of labor such that she receives an income of 

w  and hence maximizes her utility under the budget constraint wypxp cycx = . As a result, 

the representative consumer spends a share   of her revenue on x  and the rest on y . We thus 

have 
x

c
p

w
x =  and 

y

c
p

w
y )(1=  . 

The production function being Cobb-Douglas, the model does not allow for a change in 

production technologies or a substitution between foreign and domestic inputs. Given that our 

analysis focuses on short-term effects of a shock, it is a reasonable assumption. In the short-

run, production technology cannot adjust. Furthermore, it is important to stress that the 

framework aims at putting the emphasis on one channel and properly identifying the 

mechanisms at play. Other potential channels are ruled out of the analysis. Precisely, there is 

no such thing as a competition channel as there is no imported final goods. Hence, no increase 

of the competition on the final good market after a shock to political relations. There is no 

market access channel as there is no exports of final goods. Hence, no change in access to 

foreign market for domestic final goods producers.  

In each sector the representative firm maximizes profits. In sector x :  

.= xnxmxyxxx npmpypwlxp   

which yields  

xxx xpwl =  

xxxy xpyp =  

xxxm xpmp =  

yyyxxxn ypwlxpnp  = yieldssectory in  firm for theon optimizati analogous  thewhile=  
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yyyx ypxp =  

yyym ypmp =  

yyyn ypnp =  

Rearranging, the total amounts of the goods in the economy are therefore governed by  
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At this point the resemblance to the Leontief matrix becomes clear, so that the unit output for 

the goods in the economy can simply be retrieved by inverting, so that:  
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Focusing on imported inputs m  and n , we have:  
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The domestic economy is considered as being more dependent on input m  than on input n , 

i.e. needs it more for final consumption, if and only if  

)()(>)()( xyy

n

y

cyxx

n

x
cxyy

m

y

cyxx

m

x
c

p

p
y

p

p
x

p

p
y

p

p
x    

Hence, the measure of dependence is a weighted mean of each sector’s dependence to an input; 

each sector’s dependence is a function of direct use of the input and indirect input use which 

depends on domestic cross-sectoral linkages. 

Using the fact that 1=xxx    and 1=yyy   , the condition is equivalent to  

mn

yxm

xyyycyxxxc
pp

p
pypx






)(1
>)()(


  

From the consumer maximization problem we have: 
x

c
p

w
x =  and 

y

c
p

w
y )(1=  . The 

condition can then be rewritten as  

mn

yxm

xyyxyx
pp

p






)(1
>))((1)(


  

2.2  Impact of a change in political relation 

In this setting, we analyze the effect of a change in political relations to aggregate output. We 

compare the effect of a shock to political relations between the domestic economy and the 

country that provides m  with the same shock between the domestic economy and the country 

that provides n . 

Following the existing literature, we hypothesize political relations to affect variable trade 

costs. The simplest way to model trade cost is assuming so-called iceberg trade costs. The price 

of a foreign input m  sourced from i  in the domestic market can then be described by 
i

m

i

m pp =  where mp  denotes the price of m  in the domestic market, i

mp  the price of m  in 

i  and i  trade cost between the domestic economy and i . Similarly, the price of a foreign input 

n  sourced from j  in the domestic market is j

n

j

n pp = . A shock to political relation is 

modeled as a shock to  , which leads to a shock to the price of the input. 

Let us now study the effect of an increase in mp  due to a shock on  . Focusing on sector x : 

From the firm profit maximisation problem in sector x  we know that the demand for input m  

in x  is:  

m

xx
x

p

xp
m


=  

Taking the derivative with respect to mp , we have:  

m

x

m

x

p

m

p

m





=  

Hence, when the price of m  increases, the demand for m  in x  decreases. Given the Cobb-

Douglas production function, this leads to a decrease in the output of x :  

m

xx
x

x
x

x
x

x
xx

m p

m
nmyl

p

x







  


1
=  
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x
pm

x=  

This is the direct effect of an increase in the price of m  on x . As x  decreases, the price of x  

increases. From the firm profit maximization in x  we have:  

x

x
x

x
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p


=  

Taking the derivative with respect to x :  

x

p

x

p xx 



=  

As x  is used as an input by y , the change in the price of x  has an effect on production of y . 

From the firm profit maximization in y  we have that:  
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Taking the derivative with respect to xp  we have:  
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When xp  increases, yx  decreases. This leads to a decrease in y  indirectly:  
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The increase in the price of m  therefore has a direct effect on the production of x  that is 

governed by its technical coefficient x  and an additional indirect effect on the production of 

y  through domestic linkages by way of the technical coefficient y . 

Symmetrically, the increase in price of m  has a direct effect on sector y  and an indirect effect 

on sector x .  The total effect of a change in the price of m  on the production of each sector is 

the sum of the direct and indirect effect. The effect of a change of the price of m  on sector x  

therefore is:  
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The effect of a change of the price of m  on sector y  is:  
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=    

We can calculate the total effect of a change of the price of n  on both sectors using the same 

reasoning. The total effect of a change of the price of n  on sector x  is:  
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The total effect of a change of the price of n  on sector y  is:  
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If we define aggregate output GDP as:  1= yxGDP . The total effect of a change of the price 

of m  on Log(GDP) is:  
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Similarly, the total effect of a change of the price of n  on Log(GDP) is:  
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The effect on aggregate output of a change in mp  is greater than the effect of a change in np  

if and only if:  
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It can be shown that this is equivalent to:  
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Previously we show that this is true if the domestic economy is more dependent on m  than on 

n . Hence, aggregate output is significantly more affected by change in mp  than by a change 

in np . 
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3. Dependence and Political Relations in the Gravity Equation 

To test the prediction of the model, we turn to the gravity model of international trade. In a first 

step we estimate a standard structural gravity equation introducing political relations and the 

dependence of a product as additional explanatory variables. As Head and Mayer (2014) state, 

historical legacies such as colonial linkage, social and political factors are the likely candidates 

to explain the dark matter of trade costs. Including measures of political relations into a gravity 

equation has of course been done before. As described above, a multitude of political variables 

hold remarkable explanatory power for trade flows between countries. The aim of this present 

endeavour is to dig deeper and try to identify a channel through which political relations 

influence trade patterns. The theory above suggests that that those inputs on which a country is 

dependent are more sensitive to political relations than others. 

3.1 Gravity model 

Assume a generic structural gravity estimation  

ijkt

jtk

jkt

ikt

ikt
ijkt

XY
X 





=  (4) 

where ijktjikt XY =  is the value of production of k  in i  at time t , 
ijktijkt XX =  is the value 

of all imports of k  in j  at time t , and  

lkt

ljktltk

l

jkt

lkt

ilktlkt

l

ikt

YX





 


=and=       (5) 

are the multilateral resistance terms. Bilateral trade costs ijkt  are assumed to take the form of  

 )elationsPoliticalR(logControlsexp= ijtijkijkt    

Equation (4) can easily be estimated as  

ijktijtijkjktiktijkt FFFX   )elationsPoliticalR(log=)(log    (6) 

where iktF , jktF  and ijkF  are fixed effects capturing all exporter   product   time, importer   

product   time and exporter   importer   product characteristics. 

We estimate equation (6) at the industry-level. In equation 6, bilateral trade costs enter at the 

country-pair level. However, following the previous section, we believe the effect of political 

relations on trade to be heterogeneous across products. We allow   to differ by product-type 

by interacting )elationsPoliticalR(log ij  with a measure of dependence.5 If the theoretical 

prediction holds, the coefficient of the interaction term should be positive. Political relations 

then matter more for strategic products. 

3.2 Data on political relations 

To measure the state of political relations between two countries, we rely on the importance 

and mood indicators developed by Hinz (2014). The great advantage of these indicators over 

other measures, such as the widely-used UN General Assembly voting similarity by Voeten 

and Merdzanovic (2009), is the directionality, i.e. country A’s views towards country B are not 

assumed to be equal to country B’s views on A. The indicators make use of the GDELT 

database (Leetaru and Schrodt, 2013), a vast dataset of more than 300 million (political) events 

since 1979. Every event can be attributed to actors, in this case at the country level and time, 

                                                           
5 See below for a definition of the variable 
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and is classified into one of the four categories: “material cooperation”, “verbal cooperation”, 

“verbal conflict” or “material conflict”.6 

Calling coop

ijtM  the count of events in a year t  initiated in country i  towards country j  that fall 

into the category “material cooperation”, and coop

ijtV , conf

ijtV  and conf

ijtM  analogously those counts 

of “verbal cooperation”, “verbal conflict” or “material conflict”, the importance of country j  

to country i  is defined as:  

 0,1=Importance 




 conf

ikt

conf

ikt

coop

ikt

coop

ikt

k

conf

ijt

conf

ijt

coop

ijt

coop

ijt

ijt
MVVM

MVVM
 

The index reflects the share of events that took place in country i  in year t  that involved 

country j . The mood of a country i  towards country j  is defined as  

 1,13

1

3

1

=Mood 




conf

ijt

conf

ijt

coop

ijt

coop

ijt

conf

ijt

conf

ijt

coop

ijt

coop

ijt

ijt
MVVM

MVVM
 

and therefore is a weighted measure of positive and negative events in country i  towards 

country j  at time t , on the 1,1][  interval. Figures 1a and 1b display how the political mood 

of Muslim-majority countries towards Denmark took a hit in early 2006 and early 2008 

compared to other countries after the initial publication and later reprints of the so-called 

“Muhammad cartoons” by the Danish newspaper Jyllands-Posten, while its importance 

temporarily soared. 

For most of the analysis below, we transform the two variables in a way such that  

ij

ij

ij Importance
2

1Mood
=elationsPoliticalR 


     (7) 

Multiplying both indicators therefore combines both the direction and magnitude of political 

relations. Effectively it displays the share of positive events in country i  towards country j , 

discounted by negative events, out of all events in country i . Figure 2a and figure 2b show the 

histogram values and top/bottom 5 of countries in terms of political relations for the United 

States in 2000. 

3.3 Measure of dependence 

We now turn to the empirical implementation of the concept of dependence in section 2. To 

test our predictions, we construct a time-invariant measure for dependence of a country on a 

(group) of imported products using Input-Output tables. Following equation (3), we know that  
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 Normalizing by the total consumption of the economy and expressed in matrix form, we call 

the vector  

                                                           
6 See the appendix of Hinz (2014) for a discussion of the aggregation technique and descriptive statistics. 
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FAIA dmj

1)(=dependence         (8) 

where mA  is the matrix of the values of imported inputs by sector and dA  the matrix of the 

values of domestic inputs by sector. F  is the vector of final consumption shares. The 

interpretation of the vector is straight forward: each element denotes the required value of 

foreign input of the respective commodity for 1 unit value of final consumption in the economy 

j . The higher the necessary imported value, the more dependent the country is on the input. 

Unfortunately input-output tables of high detail are a rarity. While data is available for 389 

industries in the United States from the Bureau of Economic Analysis, we opt to use data from 

GTAP (Aguiar et al., 2012)7, commonly used in the related literature on global value chains, 

most notably by Johnson and Noguera (2012) and Timmer et al. (2012). While the data only 

has a level of disaggregation of 47 industries, their broad country coverage make it very 

appealing8. Figure 3a shows the histogram and figure 3b display the ranking of most sensitive 

products for the United States. 

3.4 Gravity estimation results 

Armed with indicators for political relations, varying over time by country-pair, and the 

measure of dependence, varying by country and industry, we estimate equation (6) in multiple 

specifications. For trade data we turn to UN Comtrade data from 2000 to 2010 (United Nations 

Statistics Division, 2015). We include a number of standard gravity controls: RTAs, common 

currency, common language and common colonial history are sourced from CEPII (Head et 

al., 2010) and distances are taken from Hinz (2016). 

Table 1 shows the results for estimating equation (6) with disaggregated data and interacting 

the political relations variable with the measure of dependence. The variable pol_relations is 

economically and statistically significant throughout—even when including high dimensional 

fixed effects. More interesting though now is its interaction with the dependence measure. In 

the benchmark estimation (column 1) we include importer   year, exporter   year and industry 

fixed effects. As noted, this result is robust to country   pair fixed effects (column 2). This 

suggest a heterogeneity in the effect of political relations on imports along the lines of the 

dependence of the country on the respective industry. The magnitude of the coefficient however 

drops drastically when including importer   industry   year and exporter   industry   year 

and exporter   importer fixed effects. This is unsurprising however, as it removes a lot of the 

variation in the data. The results remain highly significant throughout. All other gravity 

covariates yield customary coefficient point estimates. 

These results are appealing. They strongly suggest that political relations play a key role in the 

choice of the exporter for an importing country. More importantly, the effect is heterogeneous 

by industry, conditional on the dependence of the importing country on the respective input. 

However, endogeneity of trade and political relations are an obvious identification issue. The 

government of any country can be reasonably assumed to be keeping its own economy afloat 

for the sake of popularity. It might therefore be beneficial for the democratic or autocratic 

leader of a country to maintain a positive level of bilateral relations with important trading 

partners. A prime example for this in recent years was Turkey’s reaction to the remembrance 

of the Armenian genocide at its centennial anniversary. President Erdogan and other prominent 

politicians publicly lashed out at numerous foreign heads of states for recognizing the atrocities 

as genocide, while reactions were surprisingly muted for the exact same acts by the presidents 

of Germany, Russia and the United States. 

                                                           
7 GTAP 8 data are for the year 2007. Our measure is representative of the period studied in the gravity section and ensures the 

exogeneity of the input coefficients for the event study. 
8 It covers 129 regions. 
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4. Event Study 

In order to address this endogeneity issue, we now explore the effect on trade flows brought 

about by exogenous political shocks. We exploit the summoning and recalling of the 

ambassador of a country (or any other member of the diplomatic staff) as an exogenous 

negative shock to bilateral political relations to study how trade flows react using monthly trade 

data for five major importers from 2010 to 2014. 

4.1 Data on diplomatic events 

The summoning or recalling or high-level diplomats are used as a diplomatic instrument to put 

pressure on a foreign government. They are considered after mediation, negotiation and 

arbitration fails. We believe these events make for a reasonable proxy for an adverse shock to 

bilateral political relations. The summoning, recalling or expulsion of diplomats is a decision 

taken by the foreign office or the head of state of a country to exert diplomatic pressure on 

another country. It often goes along with a note verbale or letter of protest, a formal declaration 

of disapproval that occurs at that date and is specific to a country-pair. This declaration, as 

opposed to news reports, is an official statement by the government. We can distinguish 

between two directions of actions. The one direction is the summoning of a diplomat of a 

foreign country in the home country. In the extreme case, the protest yields the (temporary) 

expulsion of the ambassador and the diplomatic staff, or even the closure of the embassy in the 

home country. In this case, it is often the sign of a strong concern from the home country toward 

the foreign country. In the other direction, a country can recall its own ambassador or the 

diplomatic staff from a foreign country. In the extreme, this action yields a temporary closure 

of the embassy in the foreign country.  

As suggested above with Turkey’s response to criticism voiced by other governments, a strong 

concern is that governments’ actions themselves are a function of trade levels. We therefore 

focus our analysis on the actions taken by the countries of Germany, France, United Kingdom, 

Japan and the Russian Federation, as they are both the lead actors in trade, combining roughly 

25 % of world imports between them, as well as in the political arena.9 As stated by Rozental 

and Buenrostro (2013) in their chapter in the Oxford Handbook of Modern Diplomacy, “a state 

aspiring to adopt a global leadership role—such as any one permanent member of the United 

Nations Security Council—has to maintain ties with almost all countries and regions, while 

middle and smaller powers must prioritize their objectives and diplomatic resource”. While 

governments of “small” countries may indeed hesitate to exercise this tool of foreign policy, 

we do not observe such pattern in our sample. Not only are ambassadors from “small” trading 

partners being summoned, ambassadors from major trading partners are being summoned as 

well. In one recent instance in June 2015, the media extensively reported about the summoning 

of the American ambassador in Paris by the French government over “unacceptable spying on 

French political leaders”.10  

The selected five countries have repeatedly made use of summoning or recalling of an 

ambassador as a foreign policy tool. We have collected information on these events from 

official press releases available on the website of each Ministry of Foreign Affairs,11 using 

keyword searches such as “ambassador summoned”, “ambassador recalled”, “withdraw of 

diplomatic staff”, “embassy closure”. As there is a small number of country-pairs which does 

not entertain bilateral diplomatic representation, e.g. North Korea and France do not have 

                                                           
9 Three of the five countries—France, the United Kingdom and the Russian Federation—are permanent members of the UN 

Security Council. 
10 See The Guardian, 24 June 2015, http://www.theguardian.com/world/2015/jun/24/francois-hollande-says-us-spying-on-

french-officials-unacceptable-nsa. 
11 Appendix A.1 lists the direct weblinks to the different websites. 
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official diplomatic relations, in all below analysis we only consider country-pairs that have 

embassies in one another.12 

To confirm the exogeneity of our events to trade levels, we analyze the link between the 

probability of having an event for a given country pair (i.e. summoning or recalling of an 

ambassador of country i  by country j ) and bilateral aggregate trade at the beginning of the 

period studied. To identify a country-pair for which an event occurred over the studied period, 

we construct a dummy variable that equals 1 if an event occurred at least once between a given 

country pair during the period 2010-2014. Turkey’s behaviour suggests that the probability of 

having an event could be negatively affected by trade levels. A country could be more likely 

to use diplomatic pressure with countries that are not major trade partners. 

We first perform a simple mean test by splitting the sample of country pairs between two 

groups: the first one being country pairs with a dummy variable equal to one; the second one 

being the rest. We test if the average trade share (share of a given partner in import flows) in 

2010 is significantly different for the two groups. Results presented in Table ?? show that 

country-pairs with an event trade significantly more than other country pairs. This rejects the 

hypothesis that our five importers are less likely to summon ambassadors from important trade 

partners. One might worry that this biases our estimates. As the effect of trade on tensions is 

positive, if anything, our coefficient is an underestimation of the true coefficient. 

As a second test, we regress the probability of an event occurring for a given country-pair on 

import shares in 2010. See Table ??. The findings of the mean test are confirmed; there is a 

positive but not statistically significant relation between trade and the probability of an event 

occurring. 

Given the characteristics of our events and their likely short-term impact, we opt for an analysis 

using monthly trade flows. It is very plausible that the hypothesized mechanism works in the 

short-term, similar to the observed effect of Dalai Lama visits in Fuchs and Klann (2013). It is 

also likely to have a much less severe impact than military conflicts or more structural security 

issues like domestic political instability (Martin et al., 2008a,b, 2012). 

Using monthly data however also poses new issues, seasonality being one. We account for this 

by including exporter   importer   month fixed effects in all our regressions. Unfortunately 

monthly trade data has only in recent years seen more widespread availability. The most 

prominent (and free to access) is UN Monthly Comtrade (United Nations Statistics Division, 

2015). For the purpose of this study, we extract data on the imports of the France, UK, Russia, 

Germany, Japan vis-Ã -vis the rest of the world from January 2010 to December 2014, totaling 

60 months. 

4.2 Estimation strategy and results 

The general idea is to compare trade flows before and after the event for countries which 

experience a shock in political relations relative to others. We build a dummy variable, 

treatment, that is time and country pair-specific. It is equal to 1 for a given country-pair after 

it experienced an event. Following Fuchs and Klann (2013), we include our variable treatment 

in a gravity equation. We re-run the estimation of equation (4) at the product-level and interact 

the treatment variable, i.e. the shock to political relations, with our product-level measure of 

dependence as in the previous section. We therefore estimate the following equation:  

ijtijkmjktiktijkt FFFX Treatment=)(log 0    

ijktjkijt   )Dependence(logTreatment1      (9) 

                                                           
12 Additionally, only events involving country pairs for which we have monthly trade data can be used in our estimation. See 

appendix A.2 for a complete list of events. 
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 where as above ijtF  and jktF  capture all exporter   industry   time and importer   industry 

  time characteristics. Slightly different to before, we let now vary the bilateral fixed effect 

ijkmF  also by month to account for seasonality. Standard errors are clustered at the exporter   

importer   industry level. Following the same reasoning as before and keeping in mind the 

results from the gravity estimations in section 3, we expect the coefficient for the treatment, 

0 , and for the interaction term with )Dependence(log , 1 , to be negative. Trade after the 

adverse political shock should decrease for the treated countries relatively to other country-

pairs, and even more so for strategic products. 

The results are presented in table 2. In line with the results presented in the previous section, a 

sudden shock to bilateral political relations negatively impacts trade between two countries. 

The point estimate for the treatment, i.e. the average treatment effect, on aggregated data 

however is not significant (columns 1 and 2), while pointing in the correct direction. On 

disaggregated data however (columns 3–5), as predicted by the model in section 2, the 

estimation yields statistically significant negative coefficients. The coefficients are stable over 

the different specifications and different high dimensional sets of fixed effects. In column (4) 

we show the results of our preferred specification, which controls for unobservables and 

seasonality using exporter   industry   time, importer   industry   and exporter   importer 

  industry   month fixed effects. A concern could be that the results are driven by the events 

occurring in connection with the so-called Arab spring, which falls right into the time window 

of the data we use. The summoning of the respective Ambassadors was relatively common, 

resulting in 31 such recorded instances.13 The events coincided with security crises in these 

countries that could equally cause a sharp decline in imports, driving the reported results. We 

therefore re-run the estimation of equation (9) on only non-Arab league countries—yielding 

almost identical results (column 5). The results underline the heterogeneous response of 

industries to political shocks by the dependence of the country on strategic inputs and support 

the previous results from section 3. 

5. Conclusion 

In this paper we extend the literature on the link between politics and trade by suggesting a 

mechanism through which political relations affect the exchange of goods. Most of the previous 

studies look at the impact of the deterioration or improvement of bilateral political relations on 

aggregate flows. Our contribution is to extend the existing body of research by exposing the 

heterogeneity of the impact by product/industry. Estimations on aggregate trade flows are 

hiding important characteristics of the effect that become visible at lower levels of aggregation. 

Our hypothesis is that imports of strategic products, those on which the importing economy is 

very dependent on, are affected much more gravely than others. Countries are dependent on 

certain products that contribute directly and indirectly through input-output linkage relatively 

more to total output than other inputs. 

We sketch a simple model that illustrates the mechanism at play by building on existing models 

of economic shock propagation. The model predicts that price shocks on imported inputs that 

contribute to total production relatively more than others through direct use and indirect use 

through domestic linkages have a stronger adverse effect. The model allows us derive a 

measure of dependence of an economy on certain products/industries that can be taken directly 

to the data. 

We compute this measure of dependence for 129 countries and 47 industries using data from 

GTAP 8. We then introduce the new measure into a standard structural gravity framework and 

interact it with an indicator of political relations. While the empirical evidence supports the 

hypothesis that trade in those products that are strategic is more affected than trade in other 
                                                           
13 See appendix A.2 for the list of events. 
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products, the approach is prone to endogeneity, as trade levels are likely to impact political 

relations. We therefore conduct an event study that exploits abrupt and unanticipated political 

shocks to test the proposed mechanism: the recalling and summoning of high-level diplomats. 

After testing for exogeneity of the events we confirm the heterogeneous impact of political 

relations on imported inputs, driven by the countries dependence on them. 

Our study contributes to a growing literature that aims to shed light on the “dark” trade costs, 

those that can be observed but are difficult to quantify. The proposed mechanism supports the 

hypothesis that the impact of political relations—a component of dark trade costs that has been 

highlighted before—is heterogeneous and conditional on a country’s dependence on certain 

inputs. At the same time, the mechanism clearly only tells part of the story. As it well known 

that firms are not homogeneous either, we wonder about their role and influence in the “great 

game” of international relations. With growing influence of multinationals, they have grown 

from spectators to actors. As intriguing as these topics are, we refer them to future research.  
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Figure 1: Mean of Political Mood and Importance of Muslim-Majority Countries and 

Other Countries Towards Denmark Using the Data from Hinz (2014). 

  
(a) Mood towards Denmark by country group (b) Importance of Denmark by country group 

 

 

 

 

 

Figure 2: Histogram and Top / Bottom 5 of Countries by Political Relations Measure for 

the USA in 2000 

 
 

 Country Political Relations 

1 Israel 471.73 

2 Russina Federation 443.30 
3 China  297.52 

4 Japan 250.75 

5 Korea, Republic of 155.10 

107 Trinidad and Tobago 1.88 

108 Burkina Faso 1.52 
109 Madagascar 1.76 

110 Malta 1.12 

111 Benin 0.59 

   
   

   

   
   

   
 

(a) Histogram of political relations (b) Top / bottom 5 countries 
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Figure 3: Histogram of Dependence Measure and Top 10 US Strategic Industries 

(Imported Value by Industry per 100 USD GDP) 

 

 GTAP Industry Dependence 

1 Petroleum, coal products 2.49 
2 Plant-based fibers 0.93 

3 Chemical, rubber, plastic products 0.89 

4 Motor vehicles and parts 0.77 
5 Wearing apparel 0.58 

6 Paddy rice 0.41 

7 Electronic equipment 0.38 
8 Oil 0.32 

9 Food products 0.29 

10 Forestry 0.19 

   
   

   

   
   

   
 

(a) Histogram of dependence for USA (b) Top 10 US strategic industries 
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Table  1: Gravity with GTAP Industry Level Data 

 
 

 

 

 

 

 

Table 2: Mean Test on Trade Share for Two Groups (Treated/ Non Treated) 
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Table 3: Probit Test for Exogeneity 

 
 

 

 

 

Table 4: Event Study With Aggregated and Disaggregated Flows 
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Appendix 

A. Data 

A.1 Links to websites of Foreign Ministries 

 France: http://www.diplomatie.gouv.fr/en/  

 Germany: http://www.auswaertiges-amt.de/  

 Japan: http://www.mofa.go.jp  

 Russian Federation: http://www.mid.ru/  

 United Kingdom: http://www.gov.uk/government/organisations/foreign-commonwealth-

office  
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A.2 Table 5: List of Events  
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A.2 Table 5: Continued 
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A.2 Table 5: Continued 
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A.2 Table 5: Continued 
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A.2 Table 5: Continued 
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A.3 Estimation: Gravity at the Aggregate Level 

Table 6: Gravity with Aggregate Data 

 
 

Table 6 shows the results for aggregate country-level data and including the political relations 

variable. The estimated coefficients mirror those of other studies that introduce political 

variables into the gravity estimations. The coefficient on the variable of interest )nspolrelatio(log  

is positive and significantly so (column 1). The results are robust to including other common 

related variables, such as common language, as well as historical colonial ties (column 3). The 

estimated coefficient is lower when estimated with the PPML estimator, but remains 

statistically significant (column 5). Splitting up the variable pol_relations into its component 

by equation (7) (column 2) reveals that both the importance and mood indicator are 

economically and statistically significant. The coefficient drops significantly when including 

country-pair fixed effects (column 4). We suspect this is due to a heterogeneity in the elasticity 

of industries to political relations that is examined with disaggregated industry-level data in 

section 3.4. 

 

 


