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Abstract 
This paper studies the impact of the level and volatility of commodity terms of trade on 
economic growth, as well as on the three main growth channels: total factor productivity, 
physical capital accumulation, and human capital acquisition. We use the standard system 
GMM approach as well as a cross sectionally augmented version of the pooled mean group 
(CPMG) methodology of Pesaran et al. (1999) for estimation. The latter takes account of 
cross-country heterogeneity and cross-sectional dependence, while the former controls for 
biases associated with simultaneity and unobserved country-specific effects. Using both 
annual data for 1970–2007 and five-year non-overlapping observations, we find that while 
commodity terms of trade growth enhances real output per capita, volatility exerts a negative 
impact on economic growth, operating mainly through lower accumulation of physical 
capital. Our results indicate that the negative growth effects of commodity terms of trade 
(CTOT ) volatility offset the positive impact of commodity booms; and export diversification 
of primary commodity- abundant countries contributes to faster growth. Therefore, we argue 
that volatility, rather than abundance per se, drives the "resource curse" paradox. 
 

  
  

  ملخص
  

لعية  التجارة  شروط تقلب  مستوى و أثر هذه الورقةتدرس  و الاقتصادي ،    الس ى النم ى   عل وات   وايضا عل و  ثلاث قن ية هي   نم  : رئيس

 عبر وآذلك  GMM  النهج نظام موحد نستخدم .رأس المال اقتناءو والبشري ، المادي أس المالتراآم ر، الإنتاجية الإجمالية للمصانع

ة  دير ل    (CPMG)      (1999)    .وآخرون  Pesaran منهجي ر        .لتق ذا الأخي ار    ه اين  يأخذ في الاعتب دان   التب ين البل اد  ب  والاعتم

ا  مستعرض ال تحكم الاول في  ، بينم زات  ي ر ملحوظة ال   و تزامنالب  المرتبطة التحي ار الغي د  الآث ات  باستخدام آل   .. خاصة بكل بل البيان

داخل  غير قابلة للال شاهداتالمو  2007-1970ل السنوية ا نجد   سنوات   خمس في  ت ه في حين أن   ، فإنن و التجارة   شروط  أن لعية  نم  الس

ذي  ، ويعلى النمو الاقتصاد  سلبيا ؤثريتقلب فان ال، الحقيقي للفرد الواحد الانتاج يعزز ا تعمل  ال راآم  من خلال انخفاض    أساس رأس  ت

ادي ال الم ا .الم ى ان نتائجن ير ال ب  تش ارتقل لبية لل الآث و الس ن  نم ثم لع حي ابي لايعوض   (CTOT) الس ر الإيج ار الأث لع زده الس

و أسرع     متساه وافرة الأولية على السلع الأساسية من البلدان، وتنويع الصادرات  تجاريةالمبادلات والالأساسية  ذلك  .في تحقيق نم ، ول

  ."الموارد لعنة"الظاهر المتناقض ل يدفع ، افي حد ذاته وفرةال بدلا من التقلب ، فإننا نقول إن
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1. Introduction 
Many countries in the world specialize in the export of just a few primary products and/or 
depend heavily on natural resource endowments. These countries are usually exposed to 
substantial commodity price volatility and suffer from a high degree of macroeconomic 
instability, which in turn may have negative implications for their GDP per capita growth. 
While most studies on the so called "resource curse" paradox look at the negative growth 
effects of commodity abundance/dependence (particularly, the price trends or the abundance 
levels), they, with a few exceptions, overlook the volatility channel of impact. The central 
message of this paper is that the volatility of commodity prices and export revenues should be 
considered in the growth analysis alongside the levels of resource revenues (or the price 
trends) and other determinants of output per capita. This is particularly important for primary 
product abundant countries, where resource revenues are highly volatile. In this paper, we 
show that the source of the resource curse is the volatility in commodity prices as opposed to 
the abundance of the resource itself.  

Methodologically, we employ two econometric techniques: (1) a system GMM approach (a 
slope homogeneous panel) and (2) a cross-sectionally augmented version of the Pooled Mean 
Group (CPMG) estimator (a heterogeneous panel). The former corrects for biases associated 
with the joint endogeneity of the explanatory variables in dynamic panel data models and the 
problems induced by unobserved country-specific effects while the latter takes account of 
cross-country heterogeneity and cross-sectional dependence. We obtain annual data for the 
period 1970–2007 and construct a panel dataset of 118 countries. We use the annual 
observations for the CPMG approach to fully exploit the time series dimension of the data, 
but we transform our time series data into at most seven non-overlapping five-year 
observations for the GMM estimation. This is a standard procedure in the empirical growth 
literature with panel data, to abstract from business cycles effects, see Aghion et al. (2009). 
Moreover, we make use of a country-specific commodity-price index that depends on the 
composition of a particular country’s commodity export and import baskets and investigate 
the impacts on growth of commodity terms of trade (CTOT) level and volatility. 

To investigate whether or not CTOT volatility has a negative growth effect in just primary 
commodity abundant countries, we split our sample into two sets: (a) 62 primary commodity 
exporters, and (b) 56 countries which have a more diversified export basket. The estimation 
results in the full sample—118 countries—and the second subsample (b), show that CTOT 
volatility is not significantly related to output per capita growth. This is in contrast to the 
experience of the 62 primary commodity exporters (a), for whom our results indicate that 
lower volatility of CTOT contributes to enhanced growth. We attribute this asymmetric 
pattern to the diversified nature of the latter group’s exports. Countries with a diversified 
basket of exports, especially manufacturing or service-sector goods, can be expected to grow 
faster and be better insured against price fluctuations in individual commodities. This 
analysis is confirmed by our empirical results, suggesting that the export diversification of 
primary commodity exporting countries contributes to faster growth, and is in line with what 
is being argued in Hausmann et al. (2007) among others. 

Furthermore, having identified a negative impact of CTOT volatility on GDP per capita 
growth in natural resource abundant countries, we also contribute to the literature by 
examining the channels through which this effect operates—notably physical, and human, 
capital accumulation, and total factor productivity (TFP). We find that CTOT volatility is 
associated with lower accumulation of both human and physical capital and hence, through 
that, with lower growth. However, we cannot find a significant negative association between 
volatility and total factor productivity growth which is in contrast to the argument that 
commodity and natural resource abundant countries have fewer possibilities for technological 
progress. This finding is important as the behavior of an economy experiencing a boom 
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differs significantly from the standard Dutch disease model in the presence of a sufficiently 
dynamic and knowledge-intensive natural resource sector.  

Finally, while the resource curse hypothesis predicts a negative effect of commodity booms 
on long-run growth, our empirical findings (in line with the results reported in Cavalcanti et 
al. (2009) and elsewhere in the literature) show quite the contrary: higher levels of 
commodity terms of trade significantly raises growth. Therefore, we argue that it is volatility, 
rather than abundance per se, that drives the "resource curse" paradox. Indeed our results 
confirm that the negative growth effects of CTOT volatility offset the positive impact of 
commodity booms on real GDP per capita. 

The rest of the paper is set out as follows: Section 2 gives a brief review of the relevant 
literature, while Section 3 discusses the econometric model and the GMM and CPMG 
methodologies employed. Section 4 describes the data used in our analysis. In Section 5 we 
initially transform our annual data to five-year non-overlapping averages and employ the 
system GMM methodology to estimate the effects of CTOT growth and volatility on cross 
country real output per capita growth as well as its sources. We then make use of annual data 
and the cross-sectionally augmented Pooled Mean Group (CPMG) estimator, which explicitly 
takes into account cross-country heterogeneity, to see whether the GMM results are 
maintained in this setting. Section 6 discusses the policy implications of our findings and, 
finally, Section 7 offers some concluding remarks. 

2. Literature Review 
We are not the first ones to emphasize the importance of volatility for economic growth. 
Following the influential work of Ramey and Ramey (1995), the consequences of excess 
volatility for long-run growth have attracted some attention in both the empirical and 
theoretical literature. Blattman et al. (2007) investigate the impact of terms of trade volatility, 
arising from excessive commodity price fluctuations, on growth performance of a panel of 35 
commodity dependent countries between 1870 and 1939. They provide evidence of the 
adverse effects of volatility on foreign investment and through that on economic growth in 
what they call "periphery" nations. Aghion et al. (2009), using a system GMM dynamic panel 
data method for 83 countries over the period 1960–2000, show that higher levels of exchange 
rate volatility can stunt growth, especially in countries with relatively under developed capital 
markets. Bleaney and Greenaway (2001) estimate a panel data model for a sample of 14 sub-
Saharan African countries over 1980–1995 and show that growth is negatively affected by 
terms of trade volatility, and investment by real exchange rate instability. 

Most closely related in motivation to our paper is van der Ploeg and Poelhekke (2009) and 
van der Ploeg and Poelhekke (2010) who find that the volatility of unanticipated GDP per 
capita growth has a significant negative impact on economic growth, but the effect depends 
on a country’s level of financial development. Moreover, since their results suggest a direct 
positive effect of resource abundance on growth, they argue against the "traditional resource 
curse" hypothesis. Our paper differs from theirs in many dimensions: first, we investigate the 
effects of CTOT volatility instead of the volatility of unanticipated GDP growth on economic 
activity. Our econometric methodologies are also different from theirs, since they use the 
Maximum Likelihood fixed effects panel techniques, while we use GMM and CPMG 
approaches. Interestingly, our results are quite similar in terms of how volatility affects GDP 
per capita growth. Last but not least, we also explore the different channels through which 
CTOT volatility operates, while they concentrate only on the overall negative effects of 
volatility on GDP per capita growth. We show that CTOT volatility mainly harms physical 
and human capital accumulation, but not productivity. Therefore, we see our results as 
complementary to theirs. 
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This paper is also related to a growing strand of literature on the resource curse paradox, 
following Sachs and Warner (1995).1 The empirical evidence on the resource curse paradox 
is mixed, with some confirming Sachs and Warner’s results of the negative effect of the level 
of resource abundance on economic growth [see Rodriguez and Sachs (1999), Gylfason et al. 
(1999), and Bulte et al. (2005) among others]. Yet there is also a growing number of papers 
providing evidence against the resource curse paradox. As an empirical challenge to this 
paradox, Brunnschweiler and Bulte (2008) argue that the so-called resource curse does not 
exist when one uses the correct measure of resource abundance (rather than dependence) in 
regressions. Moreover, Alexeev and Conrad (2009) show that when allowing for some 
important omitted variables, the unconditional version of the resource curse hypothesis is 
rejected. In addition, Stijns (2005), using data from the same period as Sachs and Warner 
(1995), finds no correlation of oil and mineral reserves with growth between 1970 and 1989 
and concludes that natural resource abundance has not been a structural determinant of 
growth. Another empirical challenge comes from Cavalcanti et al.(2009), who use a 
heterogeneous cointegrated panel data method for 53 oil and gas producing countries, while 
taking into account the cross sectional dependence of the errors, and show that natural 
resource abundance per se is not a determinant of growth failure. The positive effect of 
resource abundance on both development and growth is also supported by Esfahani et al. 
(2009), who develop a long run growth model for a major oil exporting economy and derive 
conditions under which oil revenues are likely to have a lasting impact. 

Another related branch of the literature investigates the channels through which natural 
resource abundance affects economic growth negatively. Gylfason (2001), for instance, 
shows that natural resource abundance appears to crowd out human capital investment with 
negative effects on the pace of economic activity, while Bravo-Ortega et al. (2005) show that 
higher education levels can in fact offset the negative effects of resource abundance. A 
number of papers, such as Papyrakis and Gerlagh (2004) and Gylfason and Zoega (2006), 
also focus on the physical capital accumulation channel and argue that resource abundance 
leads to lower investment in physical capital which then dampens GDP growth. However, all 
of these studies focus on the effect of the level of resource abundance on economic growth 
(and its sources) and as such they do not investigate whether there are any adverse effects of 
the volatility in commodity prices or resource income on GDP per capita growth.  

3. The Econometric Model and Methodology 
This section introduces the two econometric techniques used in our empirical analysis in 
Section 5. They are: (1) a system GMM approach which is a slope homogeneous panel 
method, and (2) a cross-sectionally augmented version of the Pooled Mean Group (CPMG) 
estimator (a heterogeneous panel approach). 

3.1 The econometric model 
We begin with the following panel data model that can nest much of the existing work on the 
empirics of economic growth, from the "Barro cross-sectional regression" to the static and 
dynamic panel data techniques: 

      (1) 

                                                            
1 See also Rosser (2006) and van der Ploeg and Venables (2009) for an extensive survey of the resource 
curse paradox. 



 

 5

where ∆уit is the growth rate of real GDP per capita in country i; and yit-1 is the logarithm of 
lagged real GDP per capita. xit is a vector of explanatory variables; ηt is the time-specific 
effect; μi is the country-specific effect; and εit is the error term. 

Much of the empirical growth literature is based on estimations of an equation similar to (1) 
using a cross-sectional approach, but the drawbacks of this method are well known. Cross-
sectional regressions clearly suffer from endogeneity problems, as by construction, the initial 
level of income, yit-1, is correlated with the error term, εit. This endogeneity bias is larger 
when considering the simultaneous determination of virtually all growth determinants. 
Furthermore, substantial bias may be induced by the correlation of unobserved country-
specific factors and the explanatory variables. 

Traditional static panel data estimators such as fixed and random effects are not consistent in 
the present context either, due to the inclusion of lagged dependent variables in our 
regressions (e.g. the initial level of GDP per capita). More specifically, the fixed effects 
estimator is inconsistent because it usually eliminates  μi by a de-meaning transformation that 
induces a negative correlation between the transformed error and the lagged dependent 
variables of order 1/T , which in short panels remains substantial. The assumption of a lack of 
correlation between μi  and the explanatory variables required for random effects consistency 
is also violated as both ∆уit and yit-1 are functions of μi. Furthermore, these estimators will be 
inconsistent if the errors show either heteroscedasticity or serial correlation. 

As it is expressed in equation (1), we specify our growth regression dynamically and include 
lagged GDP per capita on the right hand side. In this case, the elimination of fixed effects 
from the equation in any standard OLS-based estimation procedure implies the violation of 
the orthogonality condition between the error term and explanatory variables. For this reason, 
we estimate this equation with the system GMM procedure (discussed in Section 3.2) and 
contrast it with a cross-sectionally augmented Pooled Mean Group (CPMG) approach. The 
system GMM procedure accounts for the endogeneity bias induced by reverse causality 
running from GDP per capita growth to its determinants. The CPMG estimator has a number 
of methodological and conceptual advantages over the classical panel data approaches (see a 
detailed discussion in Section 3.3), and thus strengthens our conclusions. 

3.2 GMM methodology 
To correct for the biases created by lagged endogenous variables and the simultaneity of 
growth determinants, we use the generalized-method-of-moments (GMM) estimators 
developed for dynamic panel data models. Following Anderson and Hsiao (1982), and 
Arellano and Bond (1991), we take first-differences of equation (1) to eliminate the 
unobserved country fixed effects, μi, yielding: 

       (2) 

The first-difference of equation (1) gives the transformed error a moving-average structure 
that is correlated with the differenced lagged dependent variable. Assuming that the error 
term, εit, is not serially correlated and that the explanatory variables xit are weakly 
exogenous,2 the difference GMM estimator uses the following moment conditions: 

 

                                                            
2 The explanatory variables are assumed to be uncorrelated with future realizations of the error term. 
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However, in growth regressions where the explanatory variables are persistent over time, 
lagged levels are often weak instruments for difference equations.3 To reduce the potential 
biases and imprecision associated with the GMM difference estimator, we follow Arellano 
and Bover (1995) and Blundell and Bond (1998) in employing a system estimator that also 
includes equation (1) in levels, with the lagged differences of the endogenous variables as 
instruments (see Levine et al. (2000) and Aghion et al. (2009) among others for applications 
of this technique). These are appropriate instruments under the assumption that there is no 
correlation between the differences of the variables and the country-specific effects. 
Therefore the additional moment conditions for the regression in levels are: 

 
The moment conditions effectively give us T-1 equations in first differences followed by T 
equations in levels. The solutions to these equations are then weighted by the inverse of a 
consistent estimate of the moment condition covariance matrix in a two-step method. To test 
the validity of the instruments and therefore consistency of the GMM estimator, we consider 
two specification tests suggested by Arellano and Bond (1991), Arellano and Bover (1995), 
and Blundell and Bond (1998). The first is a Hansen test of over-identifying restrictions, 
which tests the overall validity of the instruments and the second test examines the hypothesis 
that the error term εi,t is not serially correlated.4 

The system GMM approach effectively deals with the endogeneity problem and country-
specific fixed effects (by allowing the intercepts to differ across cross-sections). However, it 
restricts all the slope coefficients to be identical across countries; assumes that the time 
effects are homogenous; and that the errors are cross-sectionally independent. If any of these 
conditions are not satisfied, the GMM method can produce "inconsistent and potentially very 
misleading" estimates of the average values of parameters [see Pesaran and Smith (1995) for 
more details]. The time-specific heterogeneity is an underestimated, but at the same time a 
very important concern in dynamic panel data models. Country-specific time-effects can 
capture a number of unobservable characteristics in macroeconomic and financial 
applications like (a) institutional arrangements, (b) the patterns of trade, (c) political 
development, and (d) the effect of WTO, to mention a few. The time-specific heterogeneity is 
induced by oil price shocks and/or other global common factors, which affects all countries 
but to different degrees. The CPMG methodology explained in Section 3.3 accounts for 
heterogeneous time effects and at the same time deals with cross sectional dependencies 
effectively.  

3.3 CPMG methodology 
When panels of data are available, there exist a number of alternative estimation methods that 
vary on the extent to which they account for parameter heterogeneity. At one extreme is the 
Mean Group (MG) approach in which separate equations are estimated for each country and 
the average of estimated coefficients across countries is examined. Pesaran and Smith (1995) 
show that the MG method produces consistent estimates of the average of the parameters 
when the time-series dimension of the data is sufficiently large. At the other extreme are the 
traditional estimators in which dynamics are simply pooled and treated as homogeneous. 
Early and prominent examples include fixed effects (FE), random effects (RE), and 
generalized methods of moments (GMM), described in Section 3.2. These methods are 
                                                            
3 For further details see Alonso-Borrego and Arellano (1999) and Blundell and Bond (1998). 
4 We test whether the differenced error term is second-order serially correlated as by construction, it is most 
likely first-order serially correlated even if the original error term is not. 
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typically focused on solving the problem of fixed effect heterogeneity in the case of large N 
and small T panels; whereas they are not designed to correct for the endogeneity induced by 
the latent heterogeneity. Pesaran and Smith (1995) show that the traditional procedures for 
estimation of pooled models can produce inconsistent and potentially misleading estimates of 
the lagged dependent variable’s parameter in dynamic panel data models if latent 
heterogeneity is present. 

In between the two extremes is the pooled mean group (PMG) estimator of Pesaran et al. 
(1999) which is an intermediate case between the averaging and pooling methods of 
estimation, and involves aspects of both. It restricts the long-run coefficients to be 
homogenous over the cross-sections, but allows for heterogeneity in intercepts, short-run 
coefficients (including the speed of adjustment) and error variances. The PMG estimator also 
generates consistent estimates of the mean of short-run coefficients across countries by taking 
the simple average of individual country coefficients. It can be argued that country 
heterogeneity is particularly relevant in short-run relationships, given that countries are 
affected by over-lending, borrowing constraints, and financial crises in short-time horizons, 
albeit to different degrees. On the other hand there are often good reasons to expect that long-
run relationships between variables are homogeneous across countries. Estimators that 
impose cross-sectional restrictions (PMG) dominate the fully heterogeneous ones (MG) in 
terms of efficiency if the long-run restrictions are indeed valid. If the constraints are not 
valid, however, the restricted estimators are inconsistent.5 

We make use of the PMG estimator because it offers the best available choice in terms of 
consistency and efficiency in our sample of countries while it corrects at the same time for 
the shortcomings of homogeneous panel methods mentioned above. Moreover, we apply the 
methodology of Pesaran (2006) to the PMG estimator to correct for the cross-sectional 
dependencies that arise in the error terms from unobserved global factors, since we assume 
that countries are affected in different ways and to varying degrees by these shocks.6 

The cross sectionally augmented pooled mean group (CPMG) estimator is based on an 
autoregressive distributive lag (ARDL) model and thus can be used for long-run analysis. In a 
series of papers, Pesaran and Smith (1995), Pesaran (1997), and Pesaran and Shin (1999) 
show that one can use the ARDL approach to produce consistent and efficient estimates of 
the parameters in a long-run relationship between both integrated and stationary variables, 
and to conduct inference on these parameters using standard tests. This method avoids the 
need for pre-testing the order of integration given that they are valid whether the variables of 
interest are I(0) or I(1). The main requirements for the validity of this methodology are that, 
first, there exists a long-run relationship among the variables of interest and, second, the 
dynamic specification of the model is sufficiently augmented so that the regressors become 
weakly exogenous and the resulting residual is serially uncorrelated. 

To explain the CPMG estimator in more details, consider the following ARDL(p; q; q; ::::; q) 
model:  

      (3) 

where as before i = 1; 2; :::;N, t = 1; 2; :::; T, xit is the k x 1 vector of explanatory variables 
for group i, μi represents the fixed effects, the coefficients of the lagged dependent variables, 

                                                            
5 Robertson and Symons (1992) and Pesaran and Smith (1995) show that imposing invalid parameter 
homogeneity in dynamic models typically leads to downward biased estimates of the speed of adjustment. 
6 The same strategy in used by Binder and Offermanns (2008) in a different context.  
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λij, are scalars and δij are k x 1 coefficient vectors. We assume that the error term, uit, has the 
following multi-factor error structure: 

         (4) 

where ft is a vector of unobserved common shocks, which can be stationary or nonstationary, 
see Kapetanios et al. (2011). The source of error term dependencies across countries is 
captured by ft, whereas the impacts of these factors on each country are governed by the 
idiosyncratic loadings in γi. The individual-specific errors, εit, are distributed independently 
across i and t; they are not correlated with the unobserved common factors or the regressors; 
and they have zero mean, variance greater than zero, and finite fourth moments. The common 
factors, or the heterogeneous time effects, may be captured/proxied by adding cross sectional 
averages of the observables to our regressions, see Pesaran (2006) and Binder and 
Offermanns (2008). 

More specifically, combining (3) and (4) and averaging across i yields 

      (5) 

where the variables with a bar denote the simple cross section averages of the corresponding 
variables in year t. Since the error term εit is by assumption independently distributed across i 
and t, its cross-sectional average, tε , tends to zero in root mean square error as N becomes 
large. The common factors can therefore be captured through a linear combination of the 
cross-sectional averages of the dependent variable and of the regressors: 

 (6) 

Using (6) in (4), the error correction representation of (3) becomes: 

  (7) 

Where 

 
As always T must be large enough so that the model can be estimated for each cross-section. 
In addition, the roots of equation (7) in Yit must lie outside the unit circle to ensure that 

0<iφ , and hence that there exists a long-run relationship between yit and xit defined by 
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         (8) 

Finally, the long-run coefficients on xit, defined by ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

i

i
i φ

β
θ  above, are restricted to be the 

same across countries, namely: 

        (9) 
The CPMG estimator uses a maximum likelihood approach to estimate the model based on 
the Newton-Raphson algorithm. The lag length for the model can be determined using, for 
instance, the Schwarz Criterion (SBC) and the null of long-run homogeneity: 

 
can be tested using the Hausman statistic for the coefficient on each of the explanatory 
variables and for all of them jointly. 

4. Data 
To empirically test the relationship between economic growth and commodity terms of trade 
(CTOT) level and volatility, we use annual data from 1970 to 2007 on real GDP per capita, a 
CTOT index based on the prices of 32 primary commodities,7 and other important 
determinants of growth such as trade openness, government burden, lack of price stability, 
and human capital.8 Since we are also interested in testing whether or not export 
diversification enhances growth in our sample of countries, we use a measure of export 
sophistication developed by Hausmann et al. (2007) in our regressions. This index measures 
the benefits of diversifying the economy away from primary products to manufacturing and 
services, and thus towards productivity enhancing goods. For details on the calculation and 
construction of these variables and sources of the data used see Table 2. 

While this paper initially investigates the growth effects of CTOT level and volatility for the 
whole sample of 118 countries, it also tests whether this relationship is dependent on a 
country being a primary commodity exporter. As such, we split our sample into two subsets 
with the first one consisting of 62 primary commodity exporting countries, defining them as 
those for whom the ratio of primary commodities to total exports exceeds 50 percent.9 The 
second subsample consists of the remaining 56 countries, which have a more diversified 
export structure. For a complete list of all the countries see Table 1. 

4.1 Commodity terms of trade 
Our country specific measure for the CTOT index is from Spatafora and Tytell (2009) and is 
defined as: 

                                                            
7 The commodities are: Shrimp, beef, lamb, wheat, rice, corn, bananas, sugar, coffee, cocoa, tea, soybean meal, 
fish meal, hides, soybeans, natural rubber, hardlog, cotton, wool, iron ore, copper, nickel, aluminum, lead, zinc, 
tin, soy oil, sun flower oil, palm oil, coconut oil, gold, and crude oil. 
8 In the growth literature government burden is defined as the ratio of government consumption to GDP while 
lack of price stability is defined as log (100 + inflation rate), see for instance Aghion et al. (2009). 
9 This ratio is calculated based on data from the United Nations Conference on Trade and Development online 
database using SITC 0, 1, 2, 3, 4, 68, 667, and 971. 
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    (10) 
where MUVt is a manufacturing unit value index used as a deflator, Xij (Mij) is the share of 
exports (imports) of commodity j in country i’s GDP, and Pjt is the individual commodity 
price.10  By construction, the movements in the CTOT index are due to changes in 
commodity prices as the export and import shares are taken as fixed  and so remain constant 
over time. For empirical application, we calculate Xij and Mij as the average value of these 
shares between 1970 and 2007. The CTOT index allows countries to be influenced by 
changes in commodity prices differently, depending on the composition of their export and 
import baskets. This is in contrast to the ‘standard’ commodity price indices most commonly 
used in the literature, such as the "All Primary Commodities Index" in International Monetary 
Fund (2010b), which attach the same weight to each country in the regression analysis. 
Equation (10) is used to construct two important variables. The first one is a commodity 
terms of trade growth series, a proxy for resource abundance, calculated as the annual log 
differences in the CTOT index and the second is a measure of CTOT volatility, both are 
explained in more detail below. 

To calculate the CTOT growth, we first take the logarithm of (10) 

 (11) 

Since ∑ ∑ ==
j j ijij MX 1 and the deflator does not change over the cross sectional units, 

the second term in (11) drops out and we obtain, 

      (12) 

Taking the difference of (12), we obtain the annual growth rate of the CTOT index:  

    (13) 

which reflects the changes in the basket of commodity prices in country i scaled by the 
importance of each commodity j in that economy’s net exports for that particular good, (Xij -
Mij).  

Resource revenue (or rent), being calculated as the production multiplied by price (minus 
marginal cost), has been used extensively in a number of recent studies in the resource curse 
literature as a measure of abundance. Given that production levels do not change much over 
time and are generally persistent, most changes in resource rents or revenues in the short run 
(for instance five-years) are due to price fluctuations. Moreover, the Dutch disease 
phenomenon focuses on the changes in natural resource prices as the main driver of the 

                                                            
10 A similar measure is also used by Lee et al. (2008). 
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eventual drag on TFP and output growth. Therefore, the commodity terms of trade growth 
considered in this paper, which is a weighted measure of changes in commodity prices, can 
be seen as a proxy for resource abundance, as well. 

In contrast to most studies in the growth literature which employ time-invariant measures of 
volatility, we construct two time-varying measures. First, we consider the five year non-
overlapping standard deviation of gCTOT,it, annual growth rates of the CTOT index, 

   (14) 

where S = 4 as we are working with five-year averages. The volatility of gCTOT,it, given in 
(14), indicates the extent to which CTOT growth deviates from a given mean at any point in 
time. Second, as annual data on CTOT volatility is required in the cross-sectionally 
augmented pooled mean group (CPMG) regressions, we estimate a generalized 
autoregressive conditional heteroscedasticity (GARCH) model using the logarithm of CTOTit. 
This approach estimates the “conditional variance” of the logarithm of the CTOT for each 
year, independent of other observations. The computed variance series might yield periods 
with different volatility levels and therefore a time varying measure. More specifically, we 
estimate the volatility of the commodity terms of trade from a GARCH(1,1) model on annual 
observations using a regression of the change in the logarithm of the CTOT variable, gCTOT,it, 
on a constant (this formulation is used to avoid prejudging the issue of stationarity) as in 
Bleaney and Greenaway (2001) and Serven (2003): 

   (15) 

where 2
1

2 ),,0( −≈ ititit N ζσζ   is the squared residuals, 2
,iCTOTσ  is the conditional variance of 

gCTOT,it , 
2

,iCTOTσ  is the unconditional variance, λ1 is the ARCH parameter, and λ2 is the 

GARCH parameter. We calculate CTOT volatility as the square root of 2
,iCTOTσ . 

The upper graphs in Figure 1 illustrate a simple bivariate relationship between GDP per 
capita growth and CTOT growth over the entire period 1970–2007, suggesting a mild 
positive correlation between these two variables for both country groups. Examining the two 
lower graphs, we observe that while higher CTOT volatility is associated with lower GDP 
growth in primary commodity exporting countries, this relationship does not hold for the 
other subsample, which has a more diversified export structure. Overall, the results from 
Figure 1 represent preliminary evidence that while commodity booms do not reduce output 
per capita growth (contrary to the resource curse hypothesis), the volatility of CTOT stunts 
output growth only for primary commodity exporters. This is perhaps not surprising as those 
countries with a diversified basket of exports, especially manufacturing or service-sector 
goods, can be expected to grow faster and be better insured against price fluctuations in 
individual commodities. 

In Section 5.1 we will add a whole range of control variables and deal with possible 
endogeneity problems through the system GMM approach to investigate whether the above 
results survive for the full sample and the two subsamples, as suggested by Figure 1. We will 
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also investigate the relationship between resource abundance and/or CTOT volatility with 
that of output growth using annual data and applying a cross-sectionally augmented version 
of the Pooled Mean Group (CPMG) methodology in Section 5.2. Since we would also like to 
investigate possible mechanisms through which CTOT volatility can harm economic growth, 
we focus on three channels which have been widely discussed in the literature: (i) TFP 
growth, (ii) physical capital accumulation and (iii) human capital acquisition. To do this 
analysis, we need to construct series for physical and human capital stocks as well as for TFP. 
In what follows, we briefly describe how these series are constructed.  

4.2 Physical capital accumulation 
We apply the perpetual inventory method, as in Hall and Jones (1999) for instance, to data 
from the Penn World Tables (PWT) 6.3, see Heston et al. (2009), to construct the series of 
the physical capital stock, Kit. We construct the initial stock of capital, Kit0 , for country i as: 

         (16) 

where δ is the depreciation rate, gI is the geometric average growth rate of Iit between t0 and t0 
+ 10, and Iit represents gross investment and is defined as: 

       (17) 

in which kiit measures the investment share of real GDP per capita (rgdpchit) and popit is 
population. Since we have access to data on investment from 1960 for most countries, we set 
t0 to this year.11 Furthermore, we assume a depreciation rate, of six percent and compute the 
subsequent values of the capital stock as: 

        (18) 

4.3 Human capital stock 
To calculate the level of human capital stock in country i, we obtain data on the average years 
of schooling attained (total, primary, secondary, tertiary) in five year intervals from the Barro 
and Lee Educational Attainment Dataset 2010. Since annual data is required to retrieve the 
human capital series, we linearly interpolate the Barro and Lee (2010) dataset. Moreover, we 
assume that labor is homogeneous within a country and that each unit of labor has sit years of 
schooling (education). Therefore, the labor-augmenting human capital is given by: 

          (19) 

Following Psacharopoulos (1999),12 we specify )( itsψ as a piecewise linear function with 
coefficients (returns to schooling) 0:134 for the first four years of education, 0:101 for the 
next four years, and 0:068 for any value of sit > 8.13 

                                                            
11 In those countries for which data on investment is missing in 1960, t0 is the next available data point 
followed by other observations. 
12 See also Psacharopoulos and Patrinos (2004). 
13 We also constructed the human capital series by assuming that the returns to primary, secondary, and tertiary 
schooling is equal to 0:134, 0:101, and 0:068 per annum, but as expected this does not lead to any significant 
change in the series or the results. 
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4.4 Productivity 
In constructing the total factor productivity series, we follow Hall and Jones (1999) and 
assume that output in country i is produced according to the following constant returns to 
scale production function: 

        (20) 

where Kit denotes the stock of physical capital defined in (18), Ait is a labor-augmented 
productivity factor, Hit is a measure of the average human capital of workers defined in (19), 
and Lit is labor input in use: 

        (21) 

where as before rgdpchit is real GDP per capita, popit is a measure of population and 
rgdpwokit is real GDP per worker from the PWT 6.3. The capital share, , is assumed constant 
across countries and set equal to 1=3. 

Finally, using the data on output per worker, capital, population, and schooling, we can 
construct the level of total factor productivity as follows: 

        (22) 

5. Empirical Results 
In this section, we initially present the system GMM estimation results of the effects of (i) 
commodity terms of trade growth, (ii) its volatility, (iii) an export diversification measure, 
and (iv) a conditioning information set on growth and its sources. We then use the cross-
sectionally augmented Pooled Mean Group (CPMG) estimator to investigate the 
hypothesized association between gCTOT,it , CTOTσ  and economic growth as well as its sources, 
and contrast these results with those obtained from the GMM estimations. 

5.1 Analysis using five-year averages 
To filter out business cycle fluctuations and to focus on the long-run effects of CTOT growth 
and volatility, we follow the literature in transforming the annual series into non-overlapping 
five-year averages. Given the time span of our dataset (from 1970 to 2007), we can construct 
an unbalanced panel with a maximum of seven five-yearly observations per country covering 
1970-2005. 

5.1.1 Volatility and growth 
We propose to use the system GMM estimator described above, but as the two-step standard 
errors on estimated coefficients will be biased downward in small samples like ours, we make 
use of Windmeijer (2005) approach to correct for that bias. The following equation is 
estimated: 

    (23) 

where i = 1; 2; :::;N, and s = 1; 2; :::; S, in which S = T/5 , with T denoting the years between 
1970 and 2005. gy;is is the geometric average growth rate of real GDP per capita between 
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dates s and s-1; yis-1 is the logarithm real GDP per capita at the beginning of each period; 
gCTOT,is is the growth rate of the CTOT index; and isCTOT ,σ is its volatility. EXPYis is a measure 
of export diversification and zis is a set of other control variables now standard in the growth 
literature14 including education, trade openness, government burden, and lack of price 
stability. sη  is the time-specific effect; μi is the country-specific effect; and εit is the error 
term. 

Table 3 presents the estimation results of the impact of commodity terms of trade growth and 
volatility as well as export diversification on GDP per capita growth. In the first regression 
using the whole sample of 118 countries, [1:1], we observe that an increase in gCTOT is both 
growth enhancing and highly significant. On the other hand, although the coefficient of 
CTOT volatility is negative, this is in fact insignificant and thus there is no evidence that 
volatility in commodity prices harms growth for the full sample. As already discussed in 
section 4.1, we expect the growth experience of primary commodity exporters to be different 
from those countries that are not well endowed with a handful of primary products (see figure 
1) and therefore we split the sample into two subsets. 

Regression [1:2] shows the opposite significant effects of gCTOT  and CTOTσ on GDP growth 
for the 62 primary commodity exporting countries in our sample. While commodity price 
booms significantly increase economic growth, volatility affects it negatively. The positive 
growth effect of gCTOT provides evidence against the traditional resource curse hypothesis, 
which argues that it is the level of resource abundance that affects economic growth 
negatively. Our findings are in line with results obtained in a number of recent studies in the 
literature such as Brunnschweiler and Bulte (2008), Cavalcanti et al. (2009), Cavalcanti et al. 
(2011), and van der Ploeg and Poelhekke (2010). The negative relationship between volatility 
and growth in resource abundant countries is also documented in van der Ploeg and 
Poelhekke (2009) and van der Ploeg and Poelhekke (2010), who acknowledge that the source 
of the resource curse is the volatility of commodity prices as opposed to resource abundance, 
although their empirical analysis is based on the volatility of unanticipated output growth and 
not of commodity prices. CTOTσ is a more appropriate measure to analyze the resource curse 
paradox as it directly affects a country’s ability to extract from its resource stock and make 
use of the proceeds. Whereas the volatility of unanticipated output growth is most likely 
caused by factors that are not directly related to the abundance of natural resources. 

To determine the overall growth impact of changes in the CTOT variable and its volatility, 
we calculate the average percentage effect of the two CTOT variables on output per capita 
growth using the estimates from regression [1:2]. The overall effect is -0.312 over five years 
(see table 3) therefore the negative growth effects of CTOT volatility offset the positive 
impact of commodity booms, which suggests that volatility, rather than abundance per se, 
drives the resource curse paradox. 

These results, however, do not hold for the second subsample that focuses on the remaining 
56 non-resource abundant countries, see regression [1:3] of Table 3. For these countries, 
changes in commodity prices (or their volatility) are not expected to have any major impact 
on their physical and human capital investment or their TFP growth rates. Consequently, 
there should be no significant impact on economic growth stemming from changes in the 
CTOT variable or its volatility. In addition, these countries generally have highly diversified 
export and import baskets, implying that the changes in commodity prices should have a 
lower effect on them as opposed to primary commodity abundant countries. This argument is 
also supported by observing that the coefficient of export diversification variable, EXPYit, is 
                                                            
14 See, for instance, Levine et al. (2000) and Aghion et al. (2009). 
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significant and positive in all three regressions in Table 3. This finding suggests that 
diversifying away from exporting only a handful of primary commodities towards technology 
improving exports can significantly increase the growth rate of an economy. Another related 
important reason for this asymmetric effect is that most of these economies are financially 
developed and have access to international capital markets and so are well positioned to 
absorb the shocks from commodity price variations. For instance, 27 out of the 56 countries 
in the net commodity importing sample are members of the Organization for Economic 
Cooperation and Development (OECD). 

Note that in all three regressions, the control variables have the expected signs and are all 
statistically significant except for the education variable in all regressions, and the 
government burden variable in [1:3] : Overall, while higher level of trade openness is growth 
enhancing, price instability and government burden tend to have adverse effects on GDP 
growth. In addition, there is evidence of income convergence across countries with the 
coefficient on the lagged dependent variable being significant for the full sample and the 
sample consisting of net primary commodity importers. However, this finding should be 
interpreted with caution as there is a large cross country heterogeneity in our sample of 118 
countries which might render the estimated coefficient on ln yit-1 biased. Finally, in all 
regressions, the Hansen and second order serial correlation test statistics, which examine the 
validity of the instruments used, are well above the conventional significance levels. 

5.1.2 Volatility and the channels to economic growth 
To determine the channel(s) through which GDP per capita growth is negatively affected by 
CTOT volatility in the subsample of 62 commodity exporters, we follow Beck et al. (2000) in 
investigating three possible sources which are widely acknowledged in the literature, namely, 
TFP, human-, and physical-capital investment. The importance of these channels and the 
reasons for why they might be the means by which growth is dampened in resource abundant 
countries is discussed extensively in Gylfason (2006). As before, we use the system GMM 
dynamic panel data approach to estimate the following equation: 

    (24) 

where W = {TFP, or physical capital per capita, or human capital per capita}; gW;is is the 
geometric average growth rate of W between dates s and s-1; and wis-1 is the logarithm of W at 
the beginning of each period. All other variables are as defined in equation (23). Not 
surprisingly, considering the results of regression [2:1] in Table 4, we observe that human 
capital enhances TFP and so does export diversification. However, the channel through which 
CTOT variables affect growth is clearly not total factor productivity as the growth rate and 
the volatility of CTOT are both statistically insignificant in the TFP regression. Our results 
suggest that commodity price booms or CTOT volatility do not have an adverse impact on 
TFP growth. This finding contradicts the Dutch disease hypothesis, which predicts that an 
increase in commodity prices will lead to real exchange rate appreciation and through that a 
fall in output in the non-resource and more dynamic traded goods sector, and in turn leads to 
a reduction of TFP growth and eventually the GDP growth rate.15 This effect would most 
likely be present if the revenues from primary commodities were to be intrinsically 
temporary, like in the Netherlands in the 1960’s, but this is not the case for most of the 
countries in our sample, which have remained exporters of (a few) primary products for 
decades. For instance, Iran has been a major crude oil exploiter and producer for over fifty 
                                                            
15 See, for example, Corden and Neary (1982), Krugman (1987), and Neary and van Wijnbergen (1986) among 
others. 
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years and with the current reserve to extraction ratio, is predicted to remain so for many 
decades to come.16 Thus an increase in the price of primary commodities, or its volatility, 
does not necessarily have negative long run effects on TFP in these countries, as their 
economies would readjust after a shock to the price of primary commodities. This is the case 
unless there are important non-convexities in the economy, but it is not supported by the 
econometric evidence, given that an increase in commodity prices or volatility seems to have 
no significant effect on TFP growth in the long run (see regression [2:1] in table 4).  

In contrast, regression [2:2] shows that both commodity terms of trade growth and volatility 
have significant impacts on physical capital accumulation for primary commodity abundant 
countries. While a commodity price boom increases the physical capital stock, higher 
volatility of commodity prices significantly reduces it. Therefore, capital accumulation seems 
to be an important channel through which volatility affects GDP per capita growth. This 
result is in line with what is argued in Papyrakis and Gerlagh (2004), Gylfason and Zoega 
(2006) and Esfahani et al. (2009) among others. A possible explanation for this finding is that 
economic agents tend to save less in commodity abundant countries because they perceive 
the revenues from primary commodity exports to be a permanent stream of future income. 
Another possibility is that the uncertainty arising from commodity price volatility in these 
economies might suppress the accumulation of physical capital by risk-averse investors. 

The estimation results from [2:3] are similar to that of regression [2:2]. They indicate that 
human capital accumulation is another channel through which volatility harms growth. A 
possible explanation for this finding is that uncertainty generally increases income inequality 
and leads to binding credit constraints on households with low net worth. But given that 
families finance their own education, higher volatility then leads to a reduction in human 
capital investment and thus lowers economic growth. This reduction in the growth rate of an 
economy due to the crowding out of human capital investment in resource abundant and/or 
volatile economies is also what is found in the literature. See, for example, Gylfason (2001), 
Birdsall et al. (2001), Papyrakis and Gerlagh (2004), Aizenman and Pinto (2005), and 
Gylfason and Zoega (2006).  

Moreover, while export diversification leads to higher investment in physical capital (see 
regression [2:2]), this effect is absent in the human capital accumulation equation, [2:3]. This 
result seems to suggest that for commodity abundant countries, diversification is an important 
mechanism that offsets the reduction in physical capital accumulation (brought about by large 
primary commodity export revenues) with an increase in productivity. Furthermore, the 
coefficients of the control variables in all three regressions in Table 4 generally have the 
expected signs, with those that are opposite to what is expected being statistically 
insignificant. As before, the Hansen and second order serial correlation test statistics in these 
three regressions confirm the validity of the instruments used and the lack of second order 
serial correlation in the error terms. 

We also estimated regressions [2:1] to [2:3] for the 56 net commodity importing countries in 
our sample and as expected found no significant effect of gCTOT  and CTOTσ  on the three 
channels of growth described above. This is consistent with our findings in regression [1:3] 
of Table 3 in which the growth rate and the volatility of the commodity terms of trade had no 
significant effect on GDP growth for the group of 56 commodity importers. Given that these 
countries are not primary commodity abundant and have highly diversified import and export 
baskets, we argue that this is in fact what should be expected. These results are not reported 
but they are available upon request. 

                                                            
16 For more details see Esfahani et al. (2009). 
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5.1.3 Robustness checks 
In order to make sure that our results are not driven by the way in which commodity terms of 
trade volatility is measured, instead of using five year non-overlapping standard deviation of 
CTOT growth, we estimate the conditional volatility of the commodity terms of trade from a 
GARCH(1,1) model on annual observations and use it as our alternative measure of 
instability, see Section 4.1 for more details. The results in Table 5 echo those obtained in 
Table 3. While the coefficient of CTOT volatility is negative for the full sample and for the 
56 net commodity importers, see regressions [3:1] and [3:3] in Table 5, they are in fact 
insignificant. In contrast, regression [3:2] shows that CTOT volatility has a significantly 
negative effect on GDP growth for primary commodity exporting countries. Note also that in 
contrast to the predictions of the resource curse hypothesis, a higher growth rate of 
commodity prices enhances real output per capita growth significantly for both the full 
sample and for the 62 primary commodity exporters. This finding is consistent with the one 
obtained in regressions [1:1] and [1:2] and with the evidence that is provided in the recent 
literature on the resource curse hypothesis, which argues that abundance of resources is not a 
curse and could even under certain conditions be a blessing. However, the impact of CTOT 
growth on output per capita is smaller than that of CTOT volatility given that the overall 
impact of the two CTOT variables on output growth is -0.509 percent (see table 5). 

Having shown that there exists a negative association between the GARCH(1,1) measure of 
CTOT volatility and economic growth, we investigate the three potential channels through 
which this effect operates. Note that TFP is not one of these channels as neither CTOT 
growth nor its volatility have any significant effects on technological growth, (see regression 
[4:1] in table 6). This is in line with the results obtained from regression [2:1] and provides 
further evidence against the Dutch disease operating in the primary commodity abundant 
countries in our sample.  

In addition, although the coefficient of CTOTσ is negative in regression [4:3] it is in fact 
insignificant and as such there is no evidence that CTOT volatility crowds out human capital. 
This finding does not fit with the results from regression [2:3] in which the volatility in 
commodity prices did have a negative effect on human capital accumulation. Thus, the 
evidence surrounding the relationship between human capital investment and CTOT volatility 
seems to be inconclusive and so further research on the human capital accumulation channel 
is warranted. But as the coefficient of CTOT volatility (growth) is significantly negative 
(positive) in regression [4:2], it seems safe to conclude that volatility harms growth via a 
reduction in physical capital accumulation.17 

Moreover, the results in Table 5 show that export diversification has a significant positive 
effect on output growth for the full sample of the 118 countries, as well as for the two 
subsamples. It is also the case that export diversification enhances both TFP growth and 
physical capital accumulation in commodity exporting countries (see table 6). These results 
are consistent with those reported in Tables 3 and 4, implying that there is a strong evidence 
that diversification of the economy, away from primary products towards more productive 
goods, should be high on the policy agenda of commodity abundant countries. 

In all six regressions in Tables 5 and 6, the Hansen test statistic is well above the 
conventional significance level, meaning that the instruments used are valid, and at the same 
time there is no evidence of second-order serial correlation in the error terms. Moreover, the 
coefficients of the control variables that are statistically significant all have the expected 
                                                            
17 To confirm the results in Section 5.1.2, we also estimated regressions [4:1] to [4:3] for the 56 net commodity 
importing countries in our sample. As expected we found no significant effect of gCTOT  and CTOTσ on the three 
channels for these countries. 
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signs. Thus, overall, the results obtained using the alternative measure of volatility confirm 
the robustness of our findings reported in Sections 5.1.1 and 5.1.2, and provide evidence for 
the negative effects of CTOT volatility on physical capital accumulation and through that on 
the growth rate of real GDP per capita. 

Finally, in line with the literature, we have defined primary commodity exporters as those 
countries for which the ratio of primary commodities to total exports exceed 50 percent, but 
to make sure that this particular cut-off point is not driving our results we also estimated all  
the regressions using 40 and 60 percent cut-off points and found the results to be robust to 
these changes. This is not surprising as increasing the cut-off point to 60 percent only reduces 
the sample by three countries while reducing it to 40 percent increases the number of 
countries by six. These estimation results are not reported but are available upon request.  

5.2 Analysis using annual data 
There are a number of advantages to using non-overlapping five-year averages, including the 
potential for removing business cycle fluctuations. However, the averaging itself induces a 
loss of information with no guarantee that the business cycle fluctuations are removed 
entirely. Moreover, uncertainty is best measured over the business cycle and so using five-
year averages could underestimate the importance of volatility. Furthermore, as discussed in 
section 3.3 the traditional GMM methodology employed in section 5.1 does not account for 
cross sectional heterogeneity or residual cross country dependencies that might be present. To 
overcome some of these issues and also to provide robustness checks for our GMM results, 
we employ the cross-sectionally augmented Pooled Mean Group (CPMG) methodology, 
described in section 3.3, on annual observations from 1970 to 2007. This method allows for 
heterogeneous error variances, short-run coefficients and intercepts while it restricts the long-
run coefficients to be the same across countries. 

Given the requirements on the time-series dimension of the panel, we include only countries 
for which we have at least 25 consecutive observations. In addition, in light of the results 
obtained in section 5.1, we only focus on the sample of commodity exporters. This implies 
that our analysis will include 52 countries out of the 62 primary commodity exporters in our 
dataset (see table 1). 

As data on secondary enrollment used in the GMM regressions is only available in five year 
intervals, we cannot use the education variable in the CPMG estimations. This also implies 
that we are unable to look at the human capital accumulation channel in section 5.2.2,18 and 
therefore we will focus on the remaining two channels of impact on growth: TFP and 
physical capital investment equations. 

5.2.1 Volatility and growth 
We use the CPMG method described in section 3.3 to estimate the following equation: 

 (25) 

where ityΔ is the annual growth rate of real GDP per capita for country i and year t, xit is a 
5x1 vector of explanatory variables, namely the growth rate of the CTOT index, gCTOT,it , and 

                                                            
18 In any case, our results regarding the effect of volatility on the human capital accumulation channel were 
inconclusive and thus warrant further investigation. 
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its volatility, itCTOT ,σ , and the conventional control variables: openness, government burden, 
and lack of price stability. ty , tyΔ  tCTOTg , , and tCTOTg ,Δ denote the simple cross section 
averages of ty , tyΔ  tCTOTg , , and tCTOTg ,Δ in year t. 

The consistency and efficiency of the CPMG estimates rely on several conditions.19 Firstly, 
the order of the ARDL process must be chosen long enough to ensure that residuals of the 
error-correction model are serially uncorrelated. At the same time, with a limited number of 
time-series observations, the ARDL order should not be overextended as this imposes 
excessive parameter requirements on the data. Note that the lag order is chosen on the 
unrestricted model, and then the homogeneity (long run) restrictions are imposed. We try to 
fulfill these conditions by selecting the lag order using the Schwarz Criterion (SBC) subject 
to a maximum lag of two on each of the variables, in other words we set 2≤= qp . 
Moreover, we allow the lag order selection to differ across countries. 

The second condition is cross sectional independence of the residuals εit. Cross country 
dependencies arise from omitted common factors (e.g. time-specific effects or common 
shocks) that might influence the countries differently. We try to eliminate these common 
factors and to some extent satisfy the independence condition by augmenting our regressions 
with cross sectional averages of the growth rates of real GDP and the CTOT index. Ideally 
we would also like to include the cross sectional averages of all the variables in xit but given 
that this is not possible, as we would run into lack of degrees of freedom, we choose the two 
variables that we believe are highly dependent across countries in our sample. 

The third condition refers to the existence of a long-run relationship (dynamic stability) 
between our variables and requires that the coefficient on the error-correction term ( iφ ) be 
negative. Finally, the fourth condition for the efficiency of the CPMG estimator is the 
homogeneity of the long-run parameters across countries. In addition to the CPMG results we 
also report the mean group estimates in all of our tables, which are averages of the individual 
country coefficients. The CMG approach provides consistent estimates of the averages of 
long-run coefficients, although they are inefficient if homogeneity is present. Under long-run 
slope homogeneity, CPMG estimates are consistent and efficient. We test for long-run 
homogeneity using the Hausman statistic for the coefficients on each of the explanatory 
variables and for all of them jointly based on the null of equivalence between the CPMG and 
CMG estimations (see Pesaran et al. (1996) for details). If we reject the null hypothesis (i.e. 
we obtain a probability value of < 0:05), the homogeneity assumption on long run 
coefficients across countries is invalid. Note that there is no guarantee that the variance-
covariance matrix of the Hausman statistic will be positive definite, and in some cases the test 
may not be applicable. 

Table (7) presents the CMG and CPMG estimates as well as the Hausman test statistics 
which is distributed as chi-squared examining panel heterogeneity.20 According to the 
Hausman statistics, the long-run homogeneity restriction is not rejected for individual 
parameters and jointly in all regressions.21 Thus, we focus on the results obtained using the 

                                                            
19 There is no evidence of serial correlation, non-normality, functional form misspecification, or 
heteroskedasticity in most of the 52 countries in the sample. The results of the diagnostic tests are not reported 
in the paper but are available upon request. 
20 The individual country results are not reported here but are available upon request. 
21 The likelihood ratio (LR) test always suggests that homogeneity is not a reasonable assumption in our 
regressions, as it does in the Pesaran et al. (1999) study of aggregate consumption. On the other hand, the 
Hausman test typically accepts poolability in the Pesaran et al. (1999) study as it does in our regressions. We 
focus largely on the Hausman test statistic based on the evidence provided by Pesaran et al. (1996). They 
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CPMG estimator, which, given its gains in consistency and efficiency over the alternative 
CMG estimator, is more appropriate. 

The results in Table 7 indicate that the error correction coefficients iφ , fall within the 
dynamically stable range (being statistically significant and negative), and therefore the null 
hypothesis of no long run relation is rejected. This finding indicates that there is strong 
evidence for conditional convergence to country-specific steady states in our sample of 52 
commodity exporting countries. This is in contrast to the results from regressions [1:2] and 
[3:2] in Tables 3 and 5 respectively, and highlights that the strict homogeneity constraints 
imposed in the GMM estimations are too restrictive to suggest convergence to a common 
steady state among all commodity exporters. 

In the long run, the growth rate of GDP per capita is, as expected, negatively related to the 
size of government as well as the lack of price stability, and positively related to trade 
openness. Most importantly for our purposes, the CPMG estimate of the commodity terms of 
trade volatility is negative and statistically significant which means that growth is adversely 
linked to commodity price volatility in the long run. Moreover, it is still the case that our 
measure of resource abundance, gCTOT, is significantly positively related to economic growth, 
but its impact on real GDP per capita is smaller than that of CTOT volatility. Quantitatively, 
the overall average negative impact of the two CTOT variables on output growth is -0.09 
percent per year. This finding is in line with our previous results in Tables 3 and 5, 
suggesting that the source of the resource curse is the volatility of commodity prices as 
opposed to abundance per se. It is also interesting that the coefficient of CTOTσ in the CPMG 
regression of Table 7 is roughly in the same magnitude as in the two GMM regressions (see 
[1:2] and [3:2]). Overall, comparing the CMG and CPMG estimates, imposing long run 
homogeneity reduces the standard errors, increases the measured speed of adjustment and 
(slightly) changes the long-run estimates. 

5.2.2 Volatility and the channels to economic growth 
To investigate the channels through which commodity terms of trade volatility harms output 
growth, we estimate the following regression for each of the 52 countries before imposing the 
long-run homogeneity restrictions:  

      (26) 

where wit = {TFP or physical capital per capita for country i and time t}; and itwΔ is the 
growth rate of itw  while itw and twΔ are the simple cross sectional averages of itw  and itwΔ , 
with all other variables as defined in equation (25). As the p-values of the Hausman tests in 
regressions [5:1] and [5:2] are well above the usual significance levels, we cannot reject the 
null hypothesis of long-run homogeneity and as such we concentrate on the CPMG estimates 
for both the TFP and the physical capital investment equations.  

Regression [5:1] confirms that TFP is not the channel through which uncertainty in 
commodity prices dampens growth, as the coefficient of CTOT volatility is statistically 
insignificant, thus supporting the results in Sections 5.1.2 and 5.1.3. However, in contrast to 
                                                                                                                                                                                         
examine the properties of the Hausman test by conducting a Monte Carlo study and show that when T is small 
relative to N, as it is in our study, the Hausman test has reasonable size and power. 
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our earlier findings using five-year averages, resource abundance measured by gCTOT does 
negatively affect TFP growth and is statistically significant. But as the overall effect of this 
variable on real GDP per capita growth in the long run is significantly positive, see Table 7, it 
must be the case that the negative impact of gCTOT on TFP growth is offset through other 
channels. Overall, there seems to be no statistical evidence that commodity booms eventually 
lead to lower output growth, consequently ruling out the possibility that the Dutch disease 
effect is operating in the countries in our sample. 

Turning to the physical capital accumulation channel, regression [5:2], we observe that the 
results presented in Table 8 are consistent with those obtained in Tables 4 and 6, as CTOT 
growth increases the capital stock and through that enhances the growth rate of real GDP per 
capita. More importantly, volatility reduces physical capital accumulation; indicating that this 
channel is one of the most important sources through which uncertainty in commodity prices 
dampens output growth. 

The error correction term in regression [5:1] is in line with expectations, iφ  < 0, suggesting 
that there is some convergence towards the technological frontier across countries and thus 
positive knowledge spillovers. This is also true for the physical capital investment equation in 
[5:2]. Finally, while both government burden and lack of price stability have significantly 
negative effects on TFP growth, trade openness has a significant positive effect. The lack of 
price stability (openness) also significantly negatively (positively) affects the growth rate of 
physical capital stock, while government consumption boosts investment. 

Thus, overall, the results of the PMG estimations are in line with those obtained in Section 
5.1, suggesting that commodity price volatility has a negative impact on economic growth 
operating through lower investment in physical capital. This result is also supported by a 
number of contributions in the literature (see Section 5.1.2), with emphasis on physical 
capital investment being the main channel through which the resource curse operates. 
However, the focus of those papers, as elsewhere in the resource curse literature, is on the 
level of the resource income and do not consider the volatility effects. The importance of our 
analysis lies in the fact that we consider both the level and the volatility of resource 
abundance (proxied by commodity prices) in our study. 

6. Policy Implications 
This section studies the implications of our findings to countries that are members of OPEC 
and OECD as well as for countries in the MENA region. Table 9 contains the average values 
from 1970 to 2007 of the following variables: GDP per capita growth, CTOT growth, CTOT 
volatility, and a measure of export sophistication. Although we observe that GDP per capita 
growth in all of our four commodity exporting subsamples is lower than the average for the 
commodity importers this is not, as commonly believed, due to the abundance of natural 
resources. Given that our empirical results suggest that higher CTOT growth contributes 
positively to per capita GDP, we argue that the low growth rates can be attributed to the high 
CTOT volatility which these countries have experienced over time (see table 9). Indeed 
average CTOT volatility is more than 3.5 times larger in commodity exporting countries. 

Therefore, the question should not be whether having a large endowment of natural resources 
is bad or good for an economy, instead focus should be placed on how primary commodity 
exporting countries could become better off by adopting growth and welfare enhancing 
policies and institutions to reduce the negative effects of CTOT volatility on capital 
accumulation and thus on economic growth. Some of these growth enhancing policies are: 

i. Improving the functioning of financial markets. A well-developed financial market allows 
firms and households to insure against shocks, decreasing uncertainty and therefore the 
negative effects of volatility on investment and economic growth. Related to this, Aghion et 
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al. (2009), for instance, show that higher levels of exchange rate volatility can hamper 
growth, especially in countries with less developed financial markets. Policies that might 
improve the functioning of financial markets are: (i) decreasing explicit and implicit taxes 
(e.g., non-interest reserve requirements) on banks and financial intermediaries; (ii) reforming 
or creating a bankruptcy law giving protection to creditors; and (iii) integrating the capital 
market to international markets. 
ii. Another important policy for these countries is to diversify the production structure away 
from a small set of commodities. Our results show that export diversification can have a 
significant positive effect on economic growth (see tables 3 and 5). From Table 9 it is clear 
that in each subsample commodity exporters have an export diversification index lower than 
the mean of the commodity importers. Thus there are significant gains to be made from 
export diversification by, for instance, using resource rents to invest in technology to 
diversify the production structure. 
iii. The exchange rate policies of resource abundant countries are shaped by the uncertainty 
about future price dynamics, the exhaustible nature of oil, and adjustment costs in increasing 
investment; factors which are different from countries that are not dependent on a handful of 
primary products. The propensity to peg to the US dollar, or a basket of currencies, is a 
common feature of commodity-exporting countries. However, while most of these countries 
see the currency to which they are linked to moving in one direction, their principal export 
commodities prices move in the opposite direction. Furthermore, owing to volatile 
commodity prices (especially oil) and a weak US dollar, the choice of a nominal anchor for 
commodity-exporting countries has more recently taken centre stage in policy debates again. 

The results of our paper have indirect policy implications for the choice of an exchange rate 
regime for commodity-exporting economies. We argue, in line with what is being suggested 
by Frankel (2003), the case for including commodity prices as a component of the monetary 
policy anchor, given the significant correlation of business cycles in the natural resource 
abundant countries with commodity prices. 

Different monetary regimes have indeed been suggested in the literature including a dollar or 
euro peg, a peg to a basket of currencies such as the special drawing rights (SDR), a managed 
floating exchange rate, or simply a peg to the export price of oil. Supporters of hard pegs 
have argued that this type of regime provides credibility and results in lower inflation, a more 
stable economic environment and faster economic growth. Supporters of flexibility, on the 
other hand, have argued that under floating exchange rates the economy has a greater ability 
to adjust to external shocks. We argue that pegging the exchange rate to the price of a main 
export commodity (or at least including commodity prices in the pegging basket) may be 
useful as an automatic adjustment mechanism in response to commodity terms of trade 
shocks. Motivated by the proposition above, we intend to explore this idea and the 
consequences of using commodity prices as a nominal anchor for monetary policy in a 
companion paper.  

iv. Finally, resource-rich countries can address the volatility problem by establishing 
Sovereign Wealth Funds (if they have substantial revenues from their exports) or adopt a 
short-term mechanism such as stabilization funds with the aim to save when commodity 
prices are high in order to use these revenues in times when prices are low. The government 
can also intervene in the economy by increasing public investment when private investment 
is low using the proceeds from the stabilization fund. Alternatively, the government can use 
these funds to increase the complementarities of physical and human capital, such as 
improving the judicial system, property rights, and human capital level. This would increase 
the returns on investment with positive effects on capital accumulation and growth. 
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7. Concluding Remarks 
This paper examined empirically the effects of commodity price booms and terms of trade 
volatility on GDP per capita growth and its sources using two econometric techniques. First, 
we employed a system GMM dynamic panel estimator to deal with the problems of 
simultaneity and omitted variables bias, derived from unobserved country-specific effects. 
Second, we created an annual panel dataset to exploit the time-series nature of the data and 
used a cross-sectionally augmented Pooled Mean Group (PMG) estimator to account for both 
cross-country heterogeneity and cross-sectional dependence which arise from unobserved 
common factors. The hypothesis was that CTOT volatility affects output growth negatively, 
operating mainly through the capital accumulation channel. This hypothesis is shown to be 
largely validated by our time series panel data method as well as the system GMM technique 
used, suggesting the importance of volatility in explaining the under-performance of primary 
commodity abundant countries. 

While the resource curse hypothesis postulates a negative effect of resource abundance 
(proxied by commodity booms) on output growth, the empirical results presented in this 
paper show the contrary: commodity terms of trade growth seems to have impacted the 
primary-product exporters positively. Since the negative impact of CTOT volatility on GDP 
per capita is larger than the growth enhancing effects of commodity booms, we argued that 
volatility, rather than abundance per se, drives the resource curse paradox. 

An important contribution of our paper was to stress the importance of the overall negative 
impact of CTOT volatility on economic growth, and to investigate the channels through 
which this effect operates. We illustrated that commodity price uncertainty mainly lowers the 
accumulation of physical capital. The GMM results also implied that CTOT volatility 
adversely affects human capital formation. However, this last effect was not robust when we 
used the GARCH methodology to calculate the CTOT volatility. Therefore, an important 
research and policy agenda is to determine how countries can offset the negative effects of 
commodity price uncertainty on physical and human capital investment. 

Another notable aspect of our results was to show the asymmetric effects of commodity terms 
of trade volatility on GDP per capita growth in the two country groups considered. While 
CTOT instability created a significant negative effect on output growth in the sample of 62 
primary product exporters, in the case of the remaining 56 countries or even in the full 
sample of 118 countries the same pattern was not observed. One explanation for this 
observation is that the latter group of countries, with more diversified export structure, were 
better able to insure against price volatility than the sample of primary product exporters. 
Finally, we offered some empirical evidence on growth enhancing effects of export 
diversification, especially for countries whose GDP is highly dependent on revenues from 
just a handful of primary products. 

The empirical results presented here have strong policy implications. Improvements in the 
conduct of macroeconomic policy, better management of resource income volatility through 
Sovereign Wealth Funds (SWF) as well as stabilization funds, a suitable exchange rate 
regime, and export diversification can all have beneficial growth effects. Moreover, recent 
academic research has put emphasis on institutional reform. By setting up the right 
institutions one can ensure the proper conduct of macroeconomic policy and better use of 
resource income revenues, thereby increasing the potential for growth. We await better data 
on institutional quality with higher frequencies to test this hypothesis. Clearly, fully 
articulated structural models are needed to properly investigate the channels through which 
the negative growth effects of volatility could be attenuated. This remains an important 
challenge for future research. 
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Figure 1: Commodity terms of trade growth and volatility 
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Table 1: List of the 118 countries in the sample 
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Table 2: Definitions and sources of variables used in regression analysis 
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Table 3: Growth effects of CTOT volatility I 
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Table 4: Volatility and the sources of growth for commodity exporters I 
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Table 5: Growth effects of CTOT volatility II 
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Table 6: Volatility and the sources of growth for commodity exporters II 
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Table 7: Growth effects of CTOT volatility for commodity exporters III 
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Table 8: Volatility and the sources of growth for commodity exporters III 
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Table 9: Comparative statistics 

 




